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Ambient particles and droplets have a significant effect on climate, visibility and
human health. Once formed, they undergo continuous transformations through con-
densation and evaporation of water, uptake of low-volatility organic molecules and
photochemical reactions involving various gaseous and condensed-phase species in
the atmosphere. These transformations determine the physical and chemical proper-
ties of airborne particles, such as their ability to absorb and scatter solar radiation
and nucleate cloud droplets. The complexity, heterogeneity and size of ambient
particles make it challenging to understand the kinetics and mechanisms of their
formation and chemical transformations. Mass spectrometry (MS) is a powerful
analytical technique that enables detailed chemical characterisation of both small and
large molecules in complex matrices. This capability makes MS a promising tool for
studying chemical transformations of particles and droplets in the atmosphere. This
review is focused on new and emerging experimental MS-based approaches for
understanding the kinetics and mechanisms of such transformations. Some of the
techniques discussed herein are best suited for ambient samples, while the others
work best in laboratory applications. However, in combination, they provide a
comprehensive arsenal of methods for characterisation of particles and droplets. In
addition, we emphasise the role of fundamental physical chemistry studies in the
development of new methods for chemical analysis of ambient particles and
droplets.

Keywords: mass spectrometry; ambient particles; ambient droplets; reaction kinetics
and mechanisms; depth profiling

Contents PAGE

1. Introduction 129

2. Chemical analysis of substrate-deposited particles and surfaces 131
2.1. Ambient surface ionisation techniques 131
2.2. Secondary ion mass spectrometry 141
2.3. Secondary neutral mass spectrometry 144
2.4. Laser desorption ionisation mass spectrometry 146
2.5. Laser ablation mass spectrometry 147

3. Depth profiling 148

*Corresponding author. Email: julia.laskin@pnnl.gov

International Reviews in Physical Chemistry, 2013
Vol. 32, No. 1, 128–170, http://dx.doi.org/10.1080/0144235X.2012.752904

� 2013 Manuscript Authored by Battelle Memorial Institute Under Contract Number DE-ACOS-76RL01830 with the US Department
of Energy. The US Government retains and the publisher, by accepting this article for publication, acknowledges that the US Govern-
ment retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or
allow others to do so for US Government purposes.

D
ow

nl
oa

de
d 

by
 [

T
he

 U
C

 I
rv

in
e 

L
ib

ra
ri

es
] 

at
 1

4:
36

 2
5 

Fe
br

ua
ry

 2
01

3 



4. Chemical analysis of airborne droplets 151
4.1. Field-induced droplet ionisation mass spectrometry 151
4.2. Mass spectrometric studies of the reactivity at the air–water interface in

microdroplets 154
4.3. Laser abblation-mass spectrometry of levitated and supported droplets 158
4.4. Ion-mobility studies of nanodroplets 159

5. Summary and outlook 162

Acknowledgements 163

References 164

1. Introduction

Ambient particles are complex mixtures that often contain both organic and inorganic compo-
nents. The components may be uniformly distributed within particles, forming an internally
mixed aerosol, or separated from each other, forming an externally mixed aerosol. Further-
more, various components in a given particle often separate into domains with different phase
states, for example, a solid inorganic core fully or partially engulfed by a liquid organic phase
[1,2]. Chemical reactivity of such complex systems is a strong function of their size,
morphology, chemical composition and surface properties. Reactions taking place on surfaces
of ambient particles are increasingly believed to play an important role in atmospheric
chemistry [3]. For example, reactive uptake of hydroxyl radicals (OH) and ozone (O3) may
lead to oxidation of the surface organics, thereby altering a particle’s hygroscopic properties
[4]. Photochemical reactions involving surface-active photosensitisers may lead to unconven-
tional oxidation of volatile organic compounds (VOCs), such as isoprene, causing secondary
organic aerosol (SOA) formation [5]. Because the sizes of atmospheric particles vary from
several nanometers for freshly nucleated particles to several hundred nanometers for accumu-
lation-mode particles to several microns for mechanically generated particles, studying their
physicochemical properties with a single analytical method is especially challenging.
Therefore, a variety of complementary analytical approaches have been developed for both
bulk and single-particle characterisation of ambient particles [6,7].

Aqueous droplets found in clouds and fogs are generally larger than particles, typically
ranging from a fraction of a micrometer to several millimeters in diameter. The distinction
between a ‘particle’ and a ‘droplet’ is a matter of semantics. In this review, the term ‘particles’
will refer to atmospheric particulates with a relatively small fraction of water, and ‘droplets’
will denote particulates that are almost entirely aqueous. Although they are dominated by water,
droplets also contain a number of dissolved organic and inorganic components, as well as sus-
pended insoluble particulates, bioorganism debris and even living organisms [9]. Fogs tend to
contain smaller droplets with significantly larger concentrations of the solutes, especially in
urban areas [10]. The air–water interface separating the surrounding gas phase and the droplet’s
interior represents a unique environment, which not only serves as a gateway to the gas-droplet
exchange but also promotes chemical processes that do not occur in the bulk environment
[11,12]. For example, there is significant experimental evidence of SOA formation and ageing
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occurring in the aqueous atmospheric droplets [13]. In addition, the organic solutes, especially
the amphiphilic and non-polar organic compounds, are significantly enhanced at the droplet
surface [14]. The size of the air–water interface, equivalent to just several molecular layers, and
its highly dynamic nature places significant demands on the selectivity and sensitivity of the
methods required to probe this delicate environment.

Mass spectrometry (MS) is uniquely suited for comprehensive molecular characterisation
of complex systems. The complexity of atmospheric particles and their wide size distribution
presents a significant challenge for MS analysis on a particle-by-particle basis. Nevertheless,
MS has been widely used for both online characterisation of ambient particles and droplets
and offline analysis of particles collected on substrates and bulk samples of cloud and fog
waters. The analytical performance and numerous applications of these techniques have been
extensively reviewed [15–27] and will not be discussed in this review article. Instead, we will
focus on the role of MS in studying physical chemistry of ambient particles and droplets with
a special emphasis placed on characterisation of their surface properties.

The advent of ambient surface ionisation techniques [28–33] that enable direct analysis of
aerosol samples collected on substrates has opened up new opportunities for studying the
mechanisms and reactivity of organic aerosols (OA). Although these techniques have been
developed for applications in biology and forensics, they have been recently used for
characterisation of the composition and reactivity of atmospheric aerosols. Examples include
applications of high-resolution mass spectrometry (HR-MS) coupled to desorption electro-
spray ionisation (DESI) [34], nanospray desorption electrospray ionisation (nano-DESI) [35],
atmospheric solid analysis probe (ASAP)-MS [36], extractive electrospray ionisation (EESI)
[37] and liquid extraction surface analysis [38].

A number of other exciting new developments in the MS of droplets have made it possi-
ble to selectively probe the processes occurring at the air–water interface. These methods take
advantage of the fact that ions produced from surface-active species in charged or highly
polarised droplets naturally originate from the droplet surface. This review will highlight three
especially promising droplet MS methods: (1) field-induced droplet ionisation MS (FIDI-MS)
[39,40], (2) MS of microjets [41] and (3) charge-assisted laser desorption/ionisation (CALDI)
[42], in which surface chemistry is probed using either electrospray or laser-based ionisation
techniques. An alternative approach to probing surface properties in droplets is to reduce the
droplet size to several nanometers. The fraction of surface-bound molecules in droplets of
such small sizes becomes comparable to that of bulk molecules. The caveat to this approach
is that the chemical composition of the surface also changes with the particle size as a result
of the Kelvin effect and increased competition for the surfaces sites. Furthermore, molecular-
level effects become important as the droplet size is pushed into the domain of large molecu-
lar clusters. We will highlight several novel applications of ion-mobility spectrometry (IMS)
coupled in tandem with MS to study the properties of nanodroplets.

Despite significant advancements in soft ionisation MS techniques, their sensitivity is still
insufficient for studying chemical transformations of complex particles on a single-particle basis.
In contrast, MS approaches that generate ions through laser ablation (LA) or bombardment of
surfaces using energetic primary ion beams demonstrate great potential for single-particle
analysis [43]. However, the energetic interrogation of surfaces results in facile fragmentation of
molecules, which presents a significant challenge for understanding and interpreting the
experimental data. For example, LA coupled with MS is commonly used for the elemental anal-
ysis of surfaces [44]. However, because LA is a non-linear process, a fundamental understanding
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of physicochemical phenomena accompanying laser–surface interactions [45] is essential for the
development of improved quantification using this technique. In addition, depth profiling of
particles and surfaces using LA relies on reproducible formation and the shape of the crater
formed during laser irradiation [46]. Similar challenges are associated with understanding and
controlling ion formation through sputtering [47].

In this review, we will describe new and emerging MS techniques for studying the
kinetics and mechanisms of chemical transformations of ambient particles and droplets in the
atmosphere. In the future, these techniques may provide understanding of the effect of particle
heterogeneity on the kinetics and mechanisms of gas-to-particle reactions in the atmosphere.
The review is organised as follows. First, we introduce ambient surface ionisation techniques
suitable for bulk characterisation of particles collected on substrates. Next, we describe recent
developments in MS-based surface analysis techniques for chemical analysis of individual
particles on surfaces. In the last section, we discuss new MS approaches for studying chemis-
try on surfaces of liquid droplets and nanodroplets. This review is by no means exhaustive.
Rather, it complements several excellent recent reviews [15–26] describing figures of merit
and analytical applications of more traditional MS-based techniques for on- and off-line
aerosols analysis.

2. Chemical analysis of substrate-deposited particles and surfaces

2.1. Ambient surface ionisation techniques

Over the last few years, a large group of ambient surface ionisation MS techniques have been
developed for chemical characterisation of organic and biological analytes on surfaces [28].
These techniques enable rapid and sensitive detection of substrate-deposited molecules with-
out sample pre-treatment and, therefore, offer a unique opportunity for studying physical
chemistry of substrate-bound particles and environmental surfaces. Physical principles of
close to 30 variations of ambient surface ionisation techniques and their applications have
been extensively reviewed [28–30,33,48–51]. Their distinguished features are defined by
specific designs of the corresponding ambient surface sampling/ionisation sources that use
common ionisation principles, such as electrospray, photoionisation, plasma and chemical
ionisation. Understanding environmental effects of aerosols, their sources, formation and
atmospheric chemistry relies on a fundamental knowledge of the relationship between their
molecular composition and their chemical and physical properties. Ambient surface ionisation
techniques produce molecular ions without significant fragmentation and are ideally suited for
studying chemical transformations of organic molecules resulting from physicochemical
processes pertinent to atmospheric ageing of aerosols. While many of these techniques can be
used for characterisation of particles collected on substrates, we will focus only on methods
that have been used for studying physical and chemical transformations of ambient particles
relevant to understanding their atmospheric chemistry.

Figure 1(a) illustrates DESI MS – the first and, arguably, most established ambient surface
ionisation technique – introduced by Cooks and co-workers in 2004 [52]. In this technique,
simultaneous sampling and ionisation of analyte molecules take place when charged
electrospray droplets impact a sample positioned in close proximity to a mass spectrometer
inlet. Analyte desorption in DESI is typically attributed to a ‘droplet pickup’ process [28,53],
in which the initial wetting of the sample and dissolution of analyte is followed by a subse-
quent release of secondary charged droplets containing solvated analyte molecules [54–56]. In
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a typical DESI experiment, a nebulising gas (e.g. nitrogen) accelerates the incoming droplets
and provides the necessary momentum to the secondary droplets for their transfer to a mass
spectrometer inlet. In addition to the ‘droplet pickup’ mechanism, an indirect ionisation
process has been recently described by Wood et al. [57]. Specifically, in that study, the
‘droplet pickup’ mechanism was suppressed by placing a physical barrier between the spray
tip and mass spectrometer inlet. Despite the presence of the barrier, they observed analyte
signal in a mass spectrometer. Microscopy imaging indicated that the ion signal was produced
from Taylor cones formed at the ends of charged rivulets streaming away from the impact
area. Depending on the source geometry and the sample’s position with respect to the mass
spectrometer inlet, ionisation through ‘charged rivulets’ formed at a distance from the impact
area can become the only mechanism responsible for the DESI signal [57]. As such, the
presence of ‘charged rivulets’ is detrimental to the technique’s performance because it results
in transport of the analyte on the substrate. Furthermore, the formation of the secondary

Figure 1. (Colour online) Schematic drawings of two ambient surface ionisation techniques used for the
analysis of OA samples: (a) DESI and (b) nano-DESI. Reproduced with permission from Ref. [18].
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charged droplets from the rivulets is a poorly controlled process that reduces the efficiency of
the analyte transfer to the mass spectrometer inlet, hence reducing the sensitivity and the
stability of the MS signal.

More efficient transfer of the dissolved analyte can be accomplished by placing a self-
aspirating capillary between the sample and the instrument. This approach is used in a nano-
DESI source [35] shown schematically in Figure 1(b). In nano-DESI, analyte molecules are
desorbed into a solvent bridge formed between two glass capillaries brought into close proxim-
ity to a solid or liquid sample. The primary capillary delivers a solvent to the surface, while the
secondary nanospray capillary removes the solvent and transfers it to a mass spectrometer inlet.
When a field gradient is created at the mass spectrometer inlet, a Taylor cone is formed at the
tip of the secondary capillary, resulting in nanospray ionisation of the dissolved analyte. The pri-
mary capillary supplies solvent at a flow rate adjusted to maintain the liquid bridge and provide
stable source operation. This approach separates desorption and ionisation processes and offers
improved sampling efficiency and signal stability [35]. In addition, the size of the probed area
under the liquid bridge can be precisely controlled for chemical imaging applications [58].
Similar to ESI [59], positive ion mode DESI and nano-DESI result in the formation of
protonated molecules [M+H]+ and molecules cationised on metals, such as sodium [M+Na]+

adducts, while deprotonated [M�H]� molecules are observed in the negative ion mode.
The unique traits of DESI and other ambient surface ionisation MS techniques that enable

analysis of substrate-deposited analytes without sample preparation have resulted in wide-
spread applications, including analysis of pharmaceutical compounds, biological samples,
forensics, explosives, crude oil, polymers, fragrances and other complex analytes
[30–33,50,60]. Recently, DESI and nano-DESI have been used for understanding physical
chemistry of atmospheric aerosols and their molecular-level reaction chemistry [34,61–70].
Traditional methods of collecting airborne particles in field and laboratory studies by filtering
and impaction are ideally suited for subsequent analyses using ambient surface ionisation
approaches. However, thus far, relatively few ambient surface ionisation techniques have been
used for chemical analysis of collected aerosol particles. These studies (discussed herein) dem-
onstrate the power of ambient surface ionisation MS techniques for understanding the physical
chemistry of ambient aerosols. When coupled with HR-MS, these techniques enable accurate
mass measurements for both abundant and minor peaks in the spectrum and structural
characterisation of the major peaks using MSn experiments. For example, Roach et al. obtained
high-quality nano-DESI/HR-MS spectra of both laboratory-generated and field-collected
aerosol samples while consuming only a small amount (<10 ng) of material [69]. Furthermore,
it has been demonstrated that because of the short residence time of analyte molecules in the
solvent (seconds), DESI and nano-DESI preserve [34,69] chemically labile aerosol constituents
that cannot be detected using more traditional ESI/HR-MS analysis that expose the analyte
molecules to the solvent for significantly longer periods of time (minutes).

The unique utility of DESI and nano-DESI/HR-MS approaches for understanding molecu-
lar transformations of OA resulting from atmospheric ageing processes has been demonstrated
in a number of studies employing targeted laboratory experiments [34,64–66,69] and analysis
of samples collected in field campaigns [67,68]. For example, recent laboratory studies have
demonstrated that biogenic SOA produced by oxidation of d-limonene (limonene SOA) can
be transformed from predominantly scattering ‘white’ aerosol into light-absorbing ‘brown’
aerosol as a result of gas–particle reactions between its carbonyl constituents and ammonia
[34,69,71,72]. Figure 2 provides an illustration of this atmospheric ‘browning’ chemistry,
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wherein limonene SOA collected on Teflon substrates turns from white to brown after several
hours of exposure to parts per billion (ppb) levels of gaseous ammonia in the presence of
water vapour. DESI and nano-DESI analyses indicated the chromophores responsible for the
observed browning of limonene SOA were likely highly conjugated N-containing organic
compounds (NOC) [34,69]. These chemically labile NOC could not be detected using
traditional ESI analysis of limonene SOA solvent extracts [71].

In a follow-up study, Nguyen et al. used nano-DESI/HR-MS to probe effects of dissolution,
evaporation and redissolution of limonene SOA in the presence and absence of ammonium
sulphate on the chemical composition of SOA [65]. It has been demonstrated that water
evaporation from droplets containing common atmospheric mixtures of SOA/ammonium sul-
phate can greatly accelerate reaction processes, leading to the formation of NOC, of which
some exhibit strong light-absorbing properties. Quantitative estimates performed in that study
indicated the molar fraction of the NOC chromophores was less than 2%, while their overall
effect on the effective mass absorption coefficient in the visible wavelength range was domi-
nant, resulting in the effective absorption mass coefficient for the aged limonene SOA material
in excess of 103 cm2 g�1. These results suggest that trace amounts of chromophoric compounds
may define the SOA material’s overall optical properties [65]. These laboratory observations
were later corroborated by the results obtained for field-collected samples of SOA, where higher
fractions of NOC were identified in the night samples [67,68]. Consistent with the laboratory
experiments, higher relative humidity (RH) and lower nighttime temperatures facilitate aque-
ous-phase reactions of amines/ammonia with aldehyde/carbonyl species in deliquesced particles
[34]. An additional study using the nano-DESI/HR-MS approach compared the chemical
composition of OA formed in laboratory-controlled chamber experiments and field samples
collected at rural and urban sites during the CalNex 2010 field campaign [68]. The results of
this comparative study indicated the composition of ambient SOA from an urban environment
exhibited substantial overlap with the chamber experiments, where model aerosol was prepared
from photooxidation of diesel fuel fumes, suggesting a promising approach for future studies to
improve the fundamental understanding of SOA chemistry and sources.

Another example of fundamental reaction chemistry revealed by the nano-DESI/HR-MS
approach was demonstrated in a laboratory study investigating the effects of RH on the com-
position and concentrations of SOA generated by photooxidation of isoprene [66]. Figure 3
shows mass spectra of SOA formed under dry (2% RH) and humid conditions (90% RH).
Clearly, SOA formed at high RH contains a significantly smaller number of high-MW
oligomers compared to the dry conditions. This result was attributed to the shift in chemical
equilibria of the particle-phase condensation/oligomerisation reactions, such as esterification,
toward the reactants. An important implication of these chemical differences could be lower
water solubility and higher viscosity of SOA produced under dry conditions. These properties
may have an effect on the physical state of OA [66], leading to potential formation of semi-
solid or glassy states of particles [73–75] with subsequent consequences on the kinetics and
chemistry of their atmospheric oxidation, hygroscopicity, ability to nucleate cloud droplets
and ice crystals and overall lifetime of SOA particles in the atmosphere.

If corresponding chemical standards are available and their ionisation efficiency is not too
sensitive to matrix effects, both DESI and nano-DESI can be employed for quantitative analy-
sis of selected organic molecules present in aerosol mixtures using calibration measurements.
For instance, successful quantitative detection of selected polycyclic aromatic hydrocarbons
(PAHs) [62] and dicarboxylic acids [63] has been reported for field-collected samples of
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biomass burning aerosols and verified by independent gas chromatography–MS measure-
ments. The use of different solvents and their mixtures may be employed for targeted analysis
of different classes of organic compounds based on their solvent-specific solubility [76]. In
addition, doping solvent with a derivatising reagent at different concentrations enables
reactive DESI and nano-DESI/HR-MS experiments, where selected analyte molecules may be

Figure 2. (Colour online) (a) Photographs of a limonene SOA sample generated by ozonolysis of d-
limonene. Limonene SOA is initially white (left-hand side image) but changes color to brown (right-
hand side image) after several hours of exposure to ppb levels of NH3. (b) UV–visible spectra of
limonene SOA collected during ‘browning’ reactions with NH3(g). (c) A generalised reaction
mechanism of carbonyl-to-amine conversion inferred from comparative analysis of ‘white’ and ‘brown’
samples using DESI/HR-MS. Reproduced with permission from Ref. [34].
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separated from the complex mixture based on their specific chemical reactivity with the
reagent [70,77,78]. For example, the Girard’s T (GT) reagent efficiently reacts with
cholesterol, enabling sensitive detection of this low ionisation efficiency compound [78].
Furthermore, these experiments may be used to estimate concentrations of a large subset of
individual analyte molecules that cannot be quantified using any existing analytical
approaches [70].

Figure 4(a) illustrates the reactive nano-DESI/HR-MS experiment performed for quantita-
tive analysis of selected individual limonene SOA constituents using the GT reagent [70]. The
GT reagent [79] is an quaternary ammonium salt with the structural formula [(CH3)3N

+CH2C
(=O)NHNH2]Cl

�. Once dissolved, the hydrazine group in the corresponding cation (GT+)
reacts selectively with molecules (M) containing carbonyl groups, such as aldehydes and
ketones [79], forming either direct adducts [M+GT]+ or their dehydrated co-products
[M–H2O+GT]+ [80]. Characteristic shifts in exact masses of peaks observed before and after
doping the solvent with GT identify the reactant–product pairs produced during reactive nano-
DESI experiments as indicated by black (reactants) and red (products) colors in the figure. An
important feature of these reactions is that positively charged GT+ tag converts neutral
carbonyl compounds into charged adducts, thereby enabling uniform ionisation and

Figure 3. Stick spectra of all assigned compounds in SOA samples generated by photooxidation of
isoprene under dry (2% RH) and humid (90% RH) conditions. To facilitate spectra comparison and
eliminate differences occurring from different ionisation mechanisms, the horizontal axis corresponds to
molecular weights of the neutral SOA compounds. High-MW oligomeric species in the dry sample are
significantly more abundant. Reproduced with permission from Ref [66].
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minimising discrimination against low proton affinity species. The concentrations of individual
molecules undergoing reaction with GT+ can be estimated by monitoring the yield of the GT
adduct as a function of GT concentration in the solvent and assuming uniform ionisation

Figure 4. (Colour online) (a) Schematics of the reactive nano-DESI/HR-MS experiment and the
corresponding spectra of limonene SOA material probed with pure acetonitrile (top) and with 50 μM of
GT in acetonitrile (bottom). Peaks corresponding to the products of reaction between limonene SOA and
GT are highlighted in red. Unreacted constituents of limonene SOA are shown in black. (b) The
dependence of signal intensities of selected peaks corresponding to limonene SOA-reactive constituents
(black squares) and their [M+GT]+ products (red circles) on the GT concentration. Reproduced with
permission from Ref. [70].
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efficiency of the GT+ and the [M+GT]+ ions [70]. Figure 4(b) shows the yields of selected
[M+GT]+ products and the decay of the corresponding reactants as a function of GT
concentration in the solvent. The signals of the [M+GT]+ products reach saturation at the
GT concentration of �10 μM. Above this concentration, GT+ is supplied in excess. Therefore,
the saturated intensities of the [M+GT]+ products are proportional to the corresponding con-
centrations of the analyte molecules, M. Concentration of the individual molecule, M, is esti-
mated by dividing the [M+GT]+ signal intensity in the plateau region by the ionisation
efficiency of GT+ derived from the same experimental data. Using this approach, an amount of
�0.5 pg of the most abundant limonene SOA dimer and the total amount of dimers and trimers
at the level of �11 pg were estimated in the area of �1mm2 sampled by the nano-DESI probe
[70]. Although the reported study used GT reagent, this approach can be readily extended to
other charged reagents [49].

Cooks and co-workers also used reactive DESI to study reactions of organic molecules
trapped in charged microdroplets and isolated solvent-free organic cations with molecules on
surfaces [81–83]. Girod et al. [81] demonstrated rate enhancements by several orders of mag-
nitude for model bimolecular reactions occurring in microdroplets compared to bulk solution.
In these experiments, the pneumatically assisted spray of charged droplets containing GT was
directed at an area along the surface normal for 5min. The resulting material subsequently
was washed and analysed using nanoelectrospray ionisation (nanoESI). The results indicated
efficient reaction between GT and analyte molecules present on the surface. Spatial analysis
of the surface indicated the reaction occurs in secondary droplets that are later deposited onto
the surface, forming a ring around the area interrogated by DESI. Time-resolved experiments
demonstrated the reaction in a liquid film on the surface is insignificant. The lack of reaction
products in the nanoESI spectrum of a solution containing both reactants indicated that the
size of the microdroplet has a significant effect on the reaction rate. The authors suggested
that as the droplet size decreases, the pH of the solution decreases. Meanwhile, the concentra-
tions of the reagents increase, driving the reaction to completion. The observed differences
between nanoESI and reactive DESI results were attributed to a smaller size of secondary
droplets (0.8–1.9 μm) generated in DESI experiments. Adding water to the spray solution
results in larger droplets and lower product yields. Similar rate enhancement was observed
when one of the reactants present in the vapour phase was captured in microdroplets contain-
ing the second reactant [82]. Furthermore, Badu-Tawiah et al. demonstrated efficient reaction
between bare organic cations and ambient surfaces [83]. In that study, fully desolvated
ambient 2,4,6-triphenylpyrylium cations produced using ESI were allowed to react with a dry
film of ethanolamine on a solid surface. The results demonstrated that only one product was
generated under these reaction conditions, while the solution-phase reaction resulted in
formation of two distinct isomeric products.

Chemical characterisation of substrate-deposited OA samples also has been performed
using an ASAP-MS, which employs a different approach for analyte pickup and ionisation
[36]. In this technique, a heated stream of nitrogen gas evaporates analyte molecules from the
substrate. Evaporation is followed by proton transfer ionisation in the presence of H3O

+ to
produce [M+H]+ ions [84]. Interestingly, non-polar molecules are ionised in ASAP as
molecular radical cations, which may be advantageous for structural characterisation of com-
plex analytes [85]. An important advantage of ASAP-MS is that poorly soluble compounds
can be probed without using solvents. Moreover, the evaporation rate of the analyte can be
experimentally controlled by varying the temperature of nitrogen gas, allowing quantitative

138 J. Laskin et al.

D
ow

nl
oa

de
d 

by
 [

T
he

 U
C

 I
rv

in
e 

L
ib

ra
ri

es
] 

at
 1

4:
36

 2
5 

Fe
br

ua
ry

 2
01

3 



measurements of the vapour pressure of low-volatility organic compounds. These data are
critically important for predicting particle formation and ageing in atmospheric models.
Figure 5 shows the results obtained in a temperature-programmed ASAP-MS experiment
reported recently by Bruns et al. [86]. In that study, the technique’s performance was
demonstrated using pyrene, a chemical standard with well-known vapour pressure, as a model
system. Figure 5(a) shows the experimentally measured evaporation rate (Et) as a function of
time and temperature. The value of Et, in mol s�1, is calculated using Equation (1):

Et ¼ N0 � It
Itotal

ð1Þ

where N0 is the number of molecules in the probed sample calculated from the known mass
loading. It is a signal intensity of the pyrene peak at time t, while Itotal is its integrated value
over the entire duration of the experiment. The vapour pressure was derived from the averaged

Figure 5. (Colour online) (a) Evaporation rate as a function of time and temperature for pyrene measured in
a temperature-programmed experiment using ASAP-MS detection. (b) Natural log of pyrene vapour pressure
as a function of inverse temperature determined from the ASAP-MS measurements (black dots) in
comparison with previously published data (coloured symbols). Reproduced with permission from Ref. [36].
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(ET) values corresponding to isothermal time periods at different temperatures (T) using the
Langmuir’s model of evaporation (Equation (2)):

PT ¼ ET

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pRTM

p

NAST
ð2Þ

In this equation, R is the gas constant, M is the molar mass, NA is the Avogadro number
and ST is the surface area of the sample that was estimated based on visual observations and
assuming a flattened sphere geometry. The heat of sublimation (ΔHsub) was determined from
the slope of the Clausius–Clapeyron plot (Figure 5(b)), as shown in Equation (3):

lnPT ¼ �DHsub

RT
þ Const ð3Þ

Similar experiments were performed for a number of dicarboxylic acids. Although the
heats of sublimation obtained from ASAP-MS experiments were in excellent agreement with
the literature values, vapour pressures were lower than the values obtained using other
techniques by a factor of 2 and 3. The authors attributed this discrepancy to the relatively
slow diffusion of molecules during sample evaporation at atmospheric pressure (AP) com-
pared to effusion in vacuum-based techniques. Nevertheless, results of the initial ASAP-MS
measurements were quite promising. For example, ASAP-MS measurements correctly repro-
duced the even/odd alterations in the vapour pressure of dicarboxylic acids as a function of
the number of carbon atoms reported in a separate study of Cappa et al. [87]. Other sol-
vent-free ambient ionisation techniques, including laserspray ionisation and its analogues
[88,89] can be used for the analysis of non-polar and poorly soluble analytes in complex
organic samples.

EESI-MS [90] is another promising ambient ionisation method for online analysis of aero-
sols. In EESI-MS of aerosols, a mist of charged droplets produced by electrospray is crossed
with a flow of air containing particles in front of an MS inlet. The first application of EESI-
MS to α-pinene +O3 SOA by Doezema et al. [37] showed that both the particle and gas-
phase components of aerosols can be detected with protonation serving as the primary ionisa-
tion mechanism. They reported a significant enhancement of oligomeric compounds in SOA
prepared at 50% RH in the reaction chamber compared to the SOA generated in dry air. This
contrasts previous observations [66,91] in isoprene high-NOx, where the oligomeric content
was reduced in humid air. Further examination of the effects of RH on SOA molecular com-
position is clearly warranted.

The field of ambient surface ionisation techniques is undergoing rapid growth both in
method developments and applications. Thus far, few of the techniques described earlier have
been used for chemical characterisation of aerosol samples. The following discussion
highlights several recent developments in ambient surface ionisation techniques that have the
potential for analyzing aerosol samples. For example, Nudnova et al. [92] described an
ambient ionisation approach, wherein neutral compounds evaporating from an organic film,
either spontaneously or as a result of laser desorption, are ionised by plasma sustained inside
a MS capillary inlet. The method is suitable for analysis of particle filter samples and poten-
tially can be used in a surface imaging mode with spatial resolution characteristic of laser
desorption methods. Ho et al. [93] presented a paper-based surface acoustic wave (SAW)
sample delivery and ionisation source, where a solvent phase organic analyte absorbed by the
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paper is atomised by SAW activated using the underlying piezoelectric element. Surface
electric field induced by SAW results in polarisation of the liquid film at the substrate and
subsequent charging of the atomised droplets from which gas phase ions are produced upon
evaporation. Organic standards or heavy metals at concentrations as low as 1 nM were
successfully detected using both positive and negative ion modes, suggesting the great
potential of this method for aerosol analysis and environmental monitoring.

Guenther et al. [94] used a method related to EESI to post-ionise electrosurgical aerosol
produced by rapid heating of biological tissues. The electrosurgical aerosol contains a detect-
able amount of ions, which are dominated by fragments of phospholipids. In EESI, the ion cur-
rent in the positive ion mode increased by a factor of 20–50 and produced largely intact
phospholipid ions extracted from the neutral particles by the electrospray. No ion current
enhancement was observed in the negative ion mode. In a variation of the EESI-MS method,
the ionising spray was charged by a corona discharge [95]. The advantage of the corona
discharge is in its ability to ionise analytes that do not typically appear in ESI mass spectra. For
example, Hu et al. was able to detect radical cations of non-polar compounds, such as benzene
and cyclohexane, while polar compounds, such as acetone, acetonitrile and oxygenated terp-
enes, appeared as protonated species in the spectrum. The method tolerates complex matrices,
making it suitable for analysis of environmental samples, including extracts from aerosols.

2.2. Secondary ion mass spectrometry

In contrast with the ambient ionisation techniques, surface analysis using secondary ion mass
spectrometry (SIMS) is performed in vacuum. SIMS involves sputtering molecules from
surfaces using energetic bombardment with a primary ion beam followed by the analysis of
secondary ions using MS [96,97]. Although a variety of mass analysers can be used for the
detection of secondary ions, time-of-flight (TOF) instruments are particularly attractive
because they enable fast acquisition of mass spectra over a broad range of mass-to-charge
ratios (m/z) [98,99]. This capability is critical for detailed characterisation of the spatial
distribution of both organic and inorganic species in complex samples with good sensitivity
and in a reasonable amount of time.

TOF-SIMS has been extensively used for chemical characterisation of both field-collected
and laboratory-generated particles [100–106]. For example, Figure 6 shows TOF-SIMS maps
obtained for particles of marine origin collected in a field study at Point Reyes National Sea-
shore (Marin County, CA) [104]. The ion maps indicate that methanesulfonate (CH3SO

�
3 ) and

sodium (Na+) are present in the same type of particles, while bisulphate (HSO�
4 ) is a

characteristic marker of another type of particles. On the basis of additional chemical imaging
information presented in that study, two externally mixed classes of sulphur-containing
particles corresponding to chemically modified (atmospherically aged) sea salt particles and
sulphate particles formed by gas-phase oxidation of sulphur-containing compounds were iden-
tified. Combined particle characterisation using TOF-SIMS and microspectroscopy techniques
employed in that study afforded the first quantitative speciation of S(VI) and S(IV) forms of
sulphur in individual particles. These data are indicative of the formation mechanisms and
atmospheric ageing history of marine particles, which is of particular importance for
modelling atmospheric chemistry and physics in marine boundary layers [107].

Tervahattu et al. used dynamic TOF-SIMS for molecular speciation of organic coatings
observed on ambient particles representative for marine [100] and continental [103] areas.
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Their results showed the presence of palmitic and other fatty acids in the particles’ outermost
layers, corroborating predictions from earlier modelling and laboratory studies that suggested
common existence of the fatty acid surfactants on atmospheric particles [108,109]. These
studies indicated the need for a better understanding of the chemical reactivity, physical and
optical properties of surfactant-coated particles and their impact on the atmospheric
environment.

The examples discussed earlier demonstrate the potential of TOF-SIMS for characterising
the internal composition and surface chemistry of aerosol particles. However, the lateral
resolution of the commercial instruments is insufficient for detailed mapping of the chemical
composition of individual particles. To address this problem, Sakamoto et al. developed a new
high spatial resolution TOF-SIMS instrument [110]. In this apparatus, SIMS is coupled with
scanning electron microscopy that enables easy localisation of particles for TOF-SIMS imag-
ing. In addition, focused ion beam may be used for sectioning particles prior to analysis. This
approach is important for studying the internal structure of inhomogeneous particles. The
instrument’s performance was demonstrated for two 1.7 and 5.4 μm diameter field-collected
aerosol particles.

Two other studies focused on the development of new approaches for improved sensitivity
and mass resolution in SIMS. Specifically, Fletcher et al. developed a new dynamic TOF-
SIMS instrument that uses a continuous primary ion beam (C60

+, 40 keV) [111]. In this
instrument, secondary ions undergo collisional cooling in a radio frequency (RF)-only quadru-
pole. The ions are subsequently transferred to a linear buncher that generates short pulses of
ions for analysis in the TOF section. This process efficiently decouples secondary ion
formation from mass analysis, enabling independent optimisation of mass resolution and
significantly increasing the duty cycle, hence the instrument’s sensitivity. Furthermore, it sup-
ports tandem mass spectrometry, or MS/MS, experiments critical for structural characterisation
of complex molecules. In a related study, Carado et al. reported on the implementation of
SIMS on a commercial hybrid-quadrupole orthogonal TOF-MS [112]. This instrument also

Figure 6. (Colour online) TOF-SIMS maps of typical samples collected at the ground site located in
Point Reyes National Seashore: (a) Overlaid maps of the Na+ and CH3SO

�
3 ions. Their close overlap

indicates formation of methanesulfonate in sea salt particles. (b) Overlaid maps of CH3SO
�
3 and HSO�

4
ions indicate external mixing of sea salt and ammonium sulphate particles. Maps are 100 μm� 100 μm.
Reproduced with permission from Ref. [104].
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uses a continuous ion beam, which significantly increases the duty cycle, and the sensitivity.
The ions undergo collisional cooling and focusing in a quadrupole ion guide and are analysed
using a high-resolution orthogonal TOF-MS. Mass resolving power of �15,000 with an m/z
range up to 40,000 demonstrated with this instrument enables simultaneous chemical analysis
of small and large molecules. These capabilities will be very useful for unraveling the com-
plexity of individual atmospheric particles collected on substrates.

Because TOF-SIMS of atmospheric particles generates fairly complex mass spectra, the
development of new data analysis tools is critical to extracting maximum information from
the experimental data. Principal component analysis is commonly used to classify complex
TOF-SIMS spectra. Recently, Kalegowda and Harmer examined the performance of several
statistical analysis tools for classification of TOF-SIMS spectra of complex copper-iron sul-
phide mineral samples [113]. Two methods, soft independent modelling of class analogy and
k-nearest neighbour classification, were identified as the most accurate techniques for particle
classification. In addition, these methods enabled the classification of particles containing the
same elements but different crystal structures. These results are particularly remarkable
because of the complexity and similarity between the experimental spectra obtained for
different particle types.

Cameca’s recent development of NanoSIMS instruments has opened up new opportunities
for accurate measurements of the elemental composition and isotope ratios. NanoSIMS is a
microprobe instrument that combines the sensitivity of dynamic SIMS with relatively
high mass resolution necessary for separation and unambiguous identification of isotopic
peaks (e.g. 13C14N� vs. 12C15N� at m/z 27.016 and 27.009, respectively). The combination
of high spatial resolution (down to 50 nm), high sensitivity (parts per million, ppm, in ele-
mental imaging) and high mass resolution has made this instrument one of the most sensitive
tools for spatially resolved elemental and isotopic analysis of complex surfaces. Although
most applications of NanoSIMS are related to imaging of biological materials [114–119] and
soil aggregates, several groups explored the potential of this technique for chemical character-
isation of ambient particles. For example, McIntire et al. demonstrated the utility of
NanoSIMS in studying the three-dimensional (3D) structure of complex organic particles
[120]. The observed increase in the oxygen-to-carbon ratio toward the interior of organic
particles produced during ozonolysis of surface bond alkenes indicated the polar groups are
buried inside the particle’s hydrophobic shell.

Winteholler et al. used NanoSIMS’ high sensitivity for measuring sulphur isotope ratios of
individual particles down to 500 nm in diameter [121]. In that study, sulphur isotope ratios were
measured for several atmospherically relevant minerals. Particle-to-particle reproducibility of
2–5% was reported for submicron particles with the lowest precision observed for particles
with complex topographies. The 34S/32S ratio varied by �15% between different mineral
samples, indicating measurable matrix effects on the observed isotope ratios. A fundamental
understanding of the effect of particle morphology and composition on isotope ratio measure-
ment accuracy is necessary for improved performance of NanoSIMS for individual particle
characterisation.

Recently, Harris et al. examined that sulphur isotope undergoes fractionation during
oxidation of SO2 in the gas phase, liquid phase and on mineral dust particle surfaces using
NanoSIMS of collected products [122,123]. Oxidation of sulphur dioxide to sulphate is an
important reaction in atmospheric chemistry [124]. The isotopic fractionation [125] (variation
in the equilibrium distribution of the stable isotopes) typically results from slight differences
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in bond strengths, velocities and diffusivities of molecules containing lighter vs. heavier iso-
topes. For example, the slightly higher evaporation rate of H2

16O compared to H2
18O from

groundwater contributes to 16O enrichment of atmospheric water vapour and cloud droplets.
The fractionation constant is defined as the ratio of the heavy to light isotopes in the products
divided by the ratio of the heavy to light isotopes in the reactants. For the sulphur isotope
fractionation, the fractionation constant is given by Equation (4):

a ¼ ð34S=32SÞproducts
ð34S=32SÞreactants

ð4Þ

When the heavy isotope reacts faster than the light isotope, the fractionation constant is
greater than one (α> 1). The fractionation factor of 1.008 at 19 °C was obtained for the gas-
phase oxidation of SO2 [123]. For aqueous oxidation, the fractionation factors of 1.0151,
1.0174 and 1.0118 were obtained when H2O2, O3 and the H2O2/O3 mixtures were used as
oxidants, respectively [123]. The radical chain reaction catalysed by iron was the only
reaction with a faster rate for the lighter isotope (α = 0.9894 at 19 °C). It follows that isotope
ratio measurements may be useful for distinguishing metal-catalysed oxidation of SO2 from
other competing pathways. Another study by Harris et al. demonstrated that sulphur isotope
fractionation can be used for understanding the kinetics and mechanisms of SO2 oxidation by
mineral dust [122]. Sulphur isotope fractionation during heterogeneous oxidation of SO2 on
Sahara dust particles was characterised by a substantially larger fractionation factor
(α= 1.0096) than aqueous oxidation in Sahara dust leachate (α = 0.9917). The authors
proposed that a radical chain reaction pathway initiated by transition metal ions leached from
the dust is the main mechanism of aqueous SO2 oxidation in Sahara dust leachate [122]. In
contrast, heterogeneous oxidation on dust particles primarily is controlled by particle
composition. Very different fractionation factors were reported for ilmenite/rutile (α = 1.012),
feldspar (α= 0.948) and clay (α= 1.085). These results indicate that the isotope ratio measure-
ments provide important constraints on the possible oxidation pathways of sulphur dioxide in
the environment and contribute to a fundamental understanding of the homogeneous and
heterogeneous oxidation of SO2.

2.3. Secondary neutral mass spectrometry

Secondary neutral mass spectrometry (SNMS) relies on postionisation of the neutral
molecules sputtered during surface bombardment by the primary ion beam. Postionisation
results in significant signal enhancement and enables detection of a broader range of sputtered
molecules. When combined with soft ionisation, SNMS is particularly well suited for imaging
organic molecules in aerosol samples. Soft ionisation of sputtered organic molecules is per-
formed using single-photon absorption of vacuum ultraviolet (VUV) light from a laser [126]
or a tunable synchrotron radiation light source [23]. Tyler et al. [126,127] used 157 nm
(7.9 eV) and 193 nm (6.4 eV) lasers for postionisation and imaging PAHs in individual field-
collected aerosol particles. The samples were cryocooled to reduce the loss of semi-volatile
PAHs in vacuum. Significant signal enhancement was observed for all PAHs examined in that
study. Postionisation using a 193 nm laser resulted in 2–50-fold increases in the ion yield,
while 157 nm postionisation resulted in a 1000-fold increase in the signal. Pyrene and
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anthracene were efficiently ionised using both lasers. However, because of multiphoton
ionisation processes, higher fragmentation yield was obtained using the 193 nm laser. In
contrast, postionisation of naphthalene resulted in the formation of abundant fragment ions. In
addition, an abundant [M�H]+ peak was observed when sputtered naphthalene was ionised
using the 157 nm laser. The authors hypothesised that because the ionisation energy (IE) of
naphthalene (8.14 eV) is greater than the energy of both lasers, postionisation of a neutral
[M�H]• radical formed in the sputtering process is responsible for the formation of the
[M�H]+ ion. Figure 7 shows SNMS maps of naphthalene, anthracene and pyrene in ambient
aerosol particles. The images were analysed using maximum autocorrelation factors (MAFs).
This statistical analysis technique identified three particle types as shown in the regions of
interest (ROIs) panel. The combination of laser-SNMS imaging with statistical analysis tools
is ideally suited for studying surface chemistry of PAHs on ambient particle surfaces.

Imaging of smaller particles may become possible using recent instrument development
efforts reported by Ebata et al. [128]. Their study described the development of a new laser
ionisation mass nanoscope, in which the primary 20 keVGa+ ion beam can be focused to a
diameter of 40 nm. Sputtered neutral molecules were ionised using a femtosecond laser. The
ions subsequently were analysed using a high-resolution multi-pass TOF with a mass
resolving power up to 40,000. In comparison with SIMS, postionisation of neutrals resulted
in a 1000-fold increase in the signal of silver ions.

Takahashi et al. demonstrated the utility of wavelength-tunable postionisation of sputtered
neutrals for chemically selective SNMS imaging [129]. Quasi-continuous tunable radiation
from a synchrotron light source enabled acquisition of SNMS spectra at 10 kHz repetition
rate. Furthermore, the wavelength of the radiation may be tuned to affect selective ionisation

Figure 7. (Colour online) 75� 75 μm2, laser-SNMS (157 nm) images of ambient aerosol particles from
impactor stage 6 (2–3.5 μm in aerodynamic diameter). The top row shows the total ion image, a red–
green–blue overlay of MAF factors 1�3 and ROI corresponding to the three particle types identified in
the analysis. The lower row shows the molecular ion images for naphthalene, anthracene and pyrene.
Reproduced with permission from Ref. [126].
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of low-ionisation efficiency (IE) compounds, such as PAHs, or for efficient ionisation of all
organic compounds, including high ionisation energy aliphatic organic molecules. Finally, it
has been demonstrated that photoionisation efficiency (PIE) curves can be acquired by scan-
ning the wavelength of the light. PIE curves provide important structural information for both
organic and inorganic molecules. VUV-SNMS of monolignols [130] produced spectra domi-
nated by the molecular ions. The PIE curves of fragment ions were shifted towards lower
energies, indicating significant vibrational excitation of the sputtered neutral molecules. The
photofragment yield can be reduced by increasing the extraction delay time. This observation
was rationalised assuming that molecules with lower internal energies also have lower kinet-
ics energies.

2.4. Laser desorption ionisation mass spectrometry

A similar approach has been used for the online characterisation of airborne particles pro-
duced in smog chamber experiments. These experiments typically use single-photon VUV
ionisation of neutral molecules formed during thermal desorption of particles [23,131,132].
Tunable VUV photoionisation reduces fragmentation of SOA constituents prior to analysis,
which greatly simplifies the observed mass spectra. Using this technique, Fang et al. con-
ducted detailed characterisation of the composition of SOA produced through photooxidation
of several VOCs in a smog chamber [133,134]. It has been demonstrated that accurate
measurement of the ionisation energies of individual SOA constituents provides important
structural information that is difficult to obtain using other techniques. Specifically, PIE mea-
surements enable differentiation between different isomeric species [23]. Gloaguen et al.
examined the kinetics of ozone reaction with sodium chloride particles coated with anthracene
[135]. Ozonolysis produced oxygenated anthracene molecules with up to five oxygen atoms.
The ionisation energies of all the products has been determined from the corresponding PIE
curves. However, the lack of data on the IE of oxygenated anthracene molecules made it dif-
ficult to assign structures to the observed products.

Bertram and co-workers developed a broadly tunable, laboratory-based VUV light
source and demonstrated its applications for characterisation of single particles down to
300 nm in diameter when coupled to an ion trap mass spectrometer [136]. In a follow-up
study from the same group [137], this instrument was used to characterise single-compo-
nent particles of oleic acid and dihydroxybenzoic acid (DHB). In that study, particle vapori-
sation was performed using a CO2 laser. The degree of fragmentation observed in mass
spectra was a strong function of vaporisation energy and the analyte molecule’s properties.
For example, at low vaporisation energies, DHB was observed as intact ions, while signifi-
cant fragmentation was observed for oleic acid. The observed fragmentation was attributed
to the unimolecular dissociation of vibrationally excited molecules following the ionisation
step. Simpson et al. examined the effect of particle composition on the observed fragmenta-
tion in VUV mass spectra of two-component oleic acid-oleyl alcohol particles [138]. They
found the degree of fragmentation of individual components in mixed particles depends on
the particle composition. Specifically, the addition of oleyl alcohol resulted in enhanced
fragmentation of oleic acid. This observation was rationalised assuming that the presence
of oleyl alcohol results in more efficient heating of oleic acid during the laser vaporisation
process. Furthermore, the degree of fragmentation did not show a linear dependence on the
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molar ratio of oleic acid in the particle, indicating that quantification using this approach is
challenging.

Geddes et al. [139] described a near-infrared (IR) laser desorption ionisation method with
sufficient sensitivity to produce mass spectra of OA at realistic atmospheric mass concentra-
tions (�1 μg/m3) and with good time resolution (2min). The aerosols first are collected on an
aluminum probe then desorbed/ionised with a 1064-nm laser pulse. Little or no fragmentation
was observed in mass spectra of model aerosols of oleic acid and SOA produced through
ozonolysis of α-pinene.

2.5. Laser ablation mass spectrometry

LA-MS has been extensively used for analysing surfaces and ambient particles [45,140,141].
The technique uses an intense laser beam for volatilisation and ionisation of material from a
surface. LA is a highly non-linear process, in which the amounts of material removed from the
surface, the plume’s composition, and the heating of the material strongly depend on the irradi-
ance (energy per unit time and area) [45,140]. In addition, the spatial profile of the laser beam,
pulse duration and wavelength significantly influence the LA process [140]. Particles, mole-
cules, atoms and ions are ejected from surfaces following laser irradiation [142]. Significant
heating of the ablated material results in facile fragmentation of molecules and ions, making it
difficult to determine molecular and structural information based on LA mass spectra [143].
However, LA is well suited for spatially resolved elemental analysis of surfaces. By far,
coupling LA with inductively coupled plasma MS (LA-ICPMS) is the most popular approach
for sensitive mapping of the elemental composition of surfaces without special sample pre-
treatment [45,144]. In LA-ICPMS, the laser-generated aerosol is transferred to the ICP source,
where it is vaporised and ionised by the plasma. The high sensitivity and dynamic range of this
technique enable simultaneous detection of both major and minor constituents of the sample.
Although this technique has been used primarily in materials science applications, recent studies
examined the utility of LA-ICPMS for analysis of soil and ambient particles [141,145–147].

The duration of the laser pulse plays an important role in LA-ICPMS experiments [44,148].
The use of nanosecond lasers is associated with several undesirable effects, including significant
material redistribution, preferential evaporation of certain materials and absorption of the laser
light by the plume, that further alters the plasma composition. In contrast, femtosecond ablation
causes significantly less surface damage and dramatically suppresses the fractionation and
matrix effects in LA-ICPMS [148]. It has been demonstrated that the crater shape, plume com-
position and size of ejected particles are critical factors that determine the utility of femtosecond
LA for quantitative elemental mapping of materials. Further improvement in quantification
using femtosecond LA-ICPMS requires better understanding of the dynamics of the plasma
formation following laser irradiation. Koch et al. used shadowgraphy and light scattering to
visualise shockwave propagation and particle ejection during femtosecond LA [149]. This study
demonstrated the initial gas compression following laser irradiation is followed by a second
shockwave caused by material ejection and air breakdown away from the surface. Multimodal
particle size distributions observed in these experiments were attributed to different mechanisms
of particle formation in the LA plume. Interestingly, submicron particles were produced during
LA of Y:ZrO2, while LA of Li2B4O7 generated larger particles.

Several groups examined the performance of LA coupled with atomic force microscopy
(AFM) or near-field optical microscopy for high-resolution chemical imaging of surfaces
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[150–153]. It has been demonstrated that near-field LA can be used for reducing the size of
the ablation area down to 100 nm in diameter. However, the sampling efficiency of ions
formed in the process typically is fairly low. Zhu et al. combined AP near-field LA with sam-
pling and postionisation of neutrals inside the vacuum system [150,153]. Such coupling
enables chemical imaging of surfaces with spatial resolution of 5 μm [153]. That study
reported the combined sampling efficiency of 10�4 [150]. Sampling efficiency is determined
by the transfer efficiency of neutrals into the vacuum system (�0.1) and the IE (10�3) obtained
using electron impact ionisation. Although this technique has not been used to analyse small
particles, the spatial resolution attainable using near-field LA is sufficient for such analysis.

3. Depth profiling

Several depth profiling MS techniques have been developed for applications in materials sci-
ence and biology. A vast majority of these techniques rely on controlled removal of material
from a solid or liquid surface using laser irradiation or ion beam bombardment [154]. Despite
significant advancements in depth profiling instrumentation, detailed characterisation of
submicron-sized particles still is a challenge. To the best of our knowledge, most studies have
used SIMS for depth profiling of a collection of ambient aerosol particles [105,106,155,156].
In this section, we will discuss recent developments in depth profiling using MS that provide
the basis to develop sensitive and robust approaches for detailed characterisation of the 3D
structures of small particles.

Although SIMS is a fairly mature analytical technique, the formation of secondary ions
during the energetic ion bombardment is a complex process that still is not well understood. It
is well known that surface bombardment with monoatomic and small polyatomic primary ions
results in significant surface damage [157–159]. Other important limitations of SIMS include
substantial fragmentation of organic molecules [159,160] and relatively low ionisation yields
[161]. Significant efforts have focused on addressing these limitations using beams of cluster
ions [162,163]. It has been demonstrated that surface bombardment using keV C60

+ ions
significantly reduces surface damage and increases secondary ion yields [47]. Molecular
dynamics simulations indicate that, in contrast with the monoatomic primary ions, the kinetic
energy of the primary C60

+ ions is deposited closer to the surface. As a result, C60
+ bombard-

ment results in a more efficient removal of material from a surface while generating a
relatively shallow crater (�10 nm deep) [164]. This property of cluster beam bombardment is
a key to accurate depth profiling using ion beams [154,162,163] and will be discussed later.
Rabbani et al. compared the performance of C60

+ and large, singly charged argon clusters for
depth profiling using SIMS [165]. The results demonstrate that, in comparison with C60, sur-
face bombardment with large argon clusters results in gentler sputtering and reduces surface
damage. However, secondary ion yields decrease with an increase in the argon cluster’s size.

Chemical analysis of environmental particles on substrates using SIMS requires a funda-
mental understanding of the dependence of the sputtering yield on particle size. Molecular
dynamics simulations indicate the sputtering yield for small gold nanoparticles (AuNP) and
thin gold films are enhanced by up to a factor of three compared to the bulk gold [166]. The
highest sputtering yields were predicted for 8 nm-gold particles and 3 nm-thick gold films.
Yang et al. conducted an experimental investigation of size-dependent secondary ion yields
during sputtering of AuNP in the size range of 10–100 nm by 20 keV C60

2+ primary ions
[167]. Figure 8 compares the sputtering yield obtained for AuNP and a flat gold film. The
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results demonstrate that, indeed, the sputtering yield increases significantly with a decrease in
the AuNP size. Specifically, the secondary ion yield obtained for 9.3 nm AuNP is �3.3 times
higher than for 98.8 nm AuNP. This study further demonstrated that without a good thermal
contact with the support material, AuNP melt upon exposure to the primary ion beam but
nevertheless largely retain their shape. AuNP melting was observed even when the sample
stage was cooled to �107 °C. The authors suggested that good heat transfer between the
particles and the substrate is necessary for quantitative SIMS depth profiling experiments.

Femtosecond LA-ICPMS has been used for depth profiling of thin metal coatings with
300 nm depth resolution and �20 μm laser spot size [46]. Because the length of the laser
pulse is short compared to thermal relaxation time, removal of material upon irradiation with
a femtosecond laser is spatially confined and crater size is determined by the laser fluence
and laser spot size. Figure 9 shows the dependence of the size and morphology of the craters
generated using femtosecond LA. The crater formed after 15 laser shots has a rough bottom
with an average depth of 1 nm and root mean square roughness of 10 nm. The observed
roughness of the crater was attributed to the lateral inhomogeneity of the laser beam and the
initial surface roughness. The amount of ablated material per pulse is on the order of 1 pg. It
has been suggested that the sensitivity of ICPMS is sufficient for detecting material desorbed
from a 100 nm diameter crater [46]. The volume of the crater increases linearly with the num-
ber of laser pulses. However, the proportionality constant depends on the properties of the
ablated material. These findings highlight several important current limitations of LA depth
profiling and provide important information for possible improvement of the lateral resolution
and quantification using this technique.

Coupling LA with a softer ionisation using flowing atmospheric-pressure afterglow
(LA-FAPA) enables formation of intact organic ions up to m/z 1000 [168]. Developed for
ambient imaging of biological materials, this technique could be used in the future for
imaging and depth profiling of ambient organic particles. The initial study by Shelley et al.
[168] reported a spatial resolution of �20 μm, depth resolution of �40 μm and limit detection
of five femtomoles for caffeine using LA-FAPA. In this experiment, LA was performed using
a nanosecond laser, which is the major factor determining the depth resolution. Combining
FAPA with a femtosecond laser may improve control of the LA process.

Figure 8. (Colour online) (a) A cartoon of the nanoparticle SIMS experiment and (b) sputtering yields
for a planar gold film at 45° (triangles, dashed line) and nanoparticles (circles, dash-dotted line). Lines
are shown as a guide. Reproduced with permission from Ref. [167].
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Valledor et al. performed depth profiling of thin metal films with nanometer depth resolu-
tion using pulsed-RF glow discharge TOF MS (RF-GD-TOFMS) [169]. In this technique, RF
power generates plasma in argon, which sputters atoms and molecules from a surface.
Sputtered species are subsequently analysed using a TOF mass spectrometer. Although the
depth resolution of this technique is substantially higher than in LA-ICPMS, the lateral resolu-
tion is defined by the plasma size and typically is on the order of millimeters. Spatially resolved
optical emission measurements identified two different RF-GD plasma regimes above a pure
copper target [170]. The two plasma regimes resulted in similar sputtering rates but different
plasma composition, demonstrating the complexity of the plasma-formation process. Further
understanding of the physical phenomena underlying pulsed RF-GD sputtering is important for
the development of this technique to facilitate accurate depth profile measurements.

A low-temperature plasma (LTP) probe combined with ICPMS enables depth profiling
with lateral resolution of less than 10 μm and depth resolution of �100 nm [171].
LTP-ICPMS is an attractive alternative to LA-ICPMS because it is easy to operate and may
provide comparable performance. However, understanding the dependence of the crater’s
shape and the rate of material removal on experimental parameters still is rather limited, and
phenomena associated with material sputtering require further characterisation.

Depth profiling of aerosol particles suspended in air has been performed using single-
particle MS [172–174]. In these experiments, ‘depth profiling’ is performed by analyzing

Figure 9. (Colour online) Three-dimensional pictures of the craters produced after different number of
laser shots, measured using the AFM. Reproduced with permission from Ref. [46].
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a large number of identical particles exposed to different laser evaporation conditions.
Woods et al. conducted a depth profiling study of glycerol particles coated with oleic acid
[172]. In that study, gentle IR laser evaporation was followed by VUV ionisation of the
vapour. At low laser fluences, only the particle’s outer layers were evaporated in this pro-
cess, while at higher laser fluences, the entire particle was evaporated, providing informa-
tion on the chemical composition of the particle interior. For 2 μm particles, the technique
was sensitive to changes in the oleic acid coating thickness of �10 nm. Zelenyuk et al.
reported depth profiling of NaCl particles coated with liquid dioctyl phthalate (DOP) lay-
ers and with solid pyrene [174]. Detailed size and shape measurements combined with
depth profiling demonstrated that NaCl particles were completely coated with liquid DOP,
while the pyrene coating was found to be non-uniform, forming aspherical particles with
partially exposed NaCl cores. In another study, this group used depth profiling to examine
the morphology of particles formed by mixing DOP with SOA of α-pinene [173]. The
results of that study indicated phase separation of SOA and DOP in mixed particles.
Furthermore, a thin layer of DOP was observed on top of SOA particles, indicating insol-
uble components may be present on particle surfaces and affecting their physicochemical
properties.

4. Chemical analysis of airborne droplets

4.1. Field-induced droplet ionisation mass spectrometry

Grimm and Beauchamp developed a unique approach for producing ions from small liquid
droplets by FIDI and introducing the ions into a mass spectrometer [39,40]. Neutral droplets
placed in a sufficiently strong static electric field are known to elongate and develop two
opposing conical tips that emit microjets of oppositely charged particles. The charged progeny
particles then result in desolvated ions by mechanisms similar to those in conventional ESI
[175], making it possible to analyse the droplet’s chemical composition via MS. The key
advantage of this technique is in its ability to simultaneously analyse the same droplet by
both positive and negative ion MS. Practical applications of FIDI require a single mass
spectrometer that is switchable between the positive and the negative ion mode operations. A
stationary 1–2mm droplet typically is formed at the tip of the capillary, exposed to a gas-
phase reagent for a specified period of time, and then subjected to a high electric field to
induce jetting (Figure 10). One of the jets is directed into a mass spectrometer for analysis. If
ions of another polarity are analysed, the field direction is reversed.

The electric field required to induce jetting from a neutral droplet (E0
c ) is known as the

‘Taylor limit’ [176]. E0
c is related to the surface tension, σ, and droplet diameter, d, as shown

in Equation (5) [40]:

E0
c � 1:625

ffiffiffiffiffiffiffiffiffiffiffiffi
r

2pe0d

r
ð5Þ

For methanol droplets (σ = 0.022N/m), the predicted Taylor limit is 1.0MV/m for a 1-mm
particle. The electric field required for FIDI presents certain experimental difficulties because it
is close to the breakdown limit of air (�3MV/m). As a result of this limitation, pure water
droplets (σ = 0.072N/m) cannot be easily investigated via FIDI. If the droplet carries charge, the
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Figure 10. (Colour online) A FIDI experimental setup used for investigation of reactions between ozone
and phospholipids on surfaces of liquid droplets. Reproduced with permission from Ref. [180].
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critical field required to induce jetting is reduced and the droplet produces only one jet of prog-
eny particles (Figure 11). When the droplet charge exceeds the Rayleigh limit (Equation (6)):

qR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8p2re0d3

p
ð6Þ

the droplet fission occurs spontaneously.
Reactions at the liquid–air interface can be conveniently investigated by exposing the

droplet to gas-phase reactants for a short period of time, typically a few seconds, prior to
turning on the electric field. This approach is especially useful for investigating interfacial
chemistry of surface-active molecules because they tend to be enhanced [177,178] in the
progeny droplets during droplet break-up. The utility of FIDI for studying chemistry at
interfaces was demonstrated shortly after the initial development of the technique. Grimm
and Beauchamp [179] were able to observe naphthalene-Ag+ ions after exposing a water/
methanol droplet containing dissolved silver ions to naphthalene vapour. In the same paper,
they examined the mechanism of oleic acid ozonolysis by monitoring the products of the
interfacial reaction between oleic acid and gas-phase ozone. In addition, they demonstrated
that the method is suitable for locating the double bond position in phospholipids by study-
ing the reaction between oleoyl-l-α-lysophosphatidic acid and ozone. Using FIDI, Kim

Figure 11. A schematic diagram showing different regions of stability for neutral and charged droplets
placed in an electric field. As the droplet charge increases, the critical field required to induce FIDI is
reduced, but jetting becomes asymmetric. Reproduced with permission from Ref. [40].
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et al. [180] investigated heterogeneous ozonolysis of an unsaturated phospholipid, 1-palmi-
toyl-2-oleoyl-sn-phosphatidylglycerol (POPG), at the air–water/methanol interface. They
were able to observe hydroxyhydroperoxide and secondary ozonide (SOZ = 1,2,4-trioxolane)
products of ozonolysis, which are difficult to detect with traditional ESI-MS due to their
low stability. As SOZs are not commonly produced in the aqueous ozonolysis of alkenes
in the bulk, the observation of the SOZ product was attributed to a unique interfacial pro-
cess. The same group also studied the reaction of ozone with a mixture of phospholipids,
such as unsaturated POPG and saturated 1,2-dipalmitoyl-sn-phosphatidylglycerol or satu-
rated 1,2-dipalmitoyl-sn-phosphatidylcholine and unsaturated 1-stearoyl-2-oleoyl-sn-phospha-
tidylcholine. The results were consistent with the phospholipids forming a uniformly mixed
layer. With extensive ozonolysis, the unsaturated phospholipids formed more hydrophilic
products and transitioned into the droplet, and only saturated phospholipids remained on
the surface. Recently, Ko et al. applied FIDI-MS to studying interfacial reactions of choles-
terol sulphate in a POPG layer with ozone [181]. They observed an epoxide of cholesterol
sulphate as the major oxidation product. In light of the significant interest in chemical pro-
cesses occurring at air–liquid interfaces, we can expect a number of new applications of
FIDI and related methods (including the one described in the next section) to appear in the
future.

4.2. Mass spectrometric studies of the reactivity at the air–water interface in microdroplets

In 2007, Enami et al. developed another novel mass spectrometric method that is intrinsically
sensitive to the processes occurring at the droplet–air interface [41]. In this method, a solution
is sprayed under pressure into a chamber through a grounded, stainless-steel capillary
surrounded by a coaxial flow of a nebulising gas as shown in Figure 12. Because of the gas
flow’s large velocity (>200m/s), the much slower liquid jet (�0.1m/s) is quickly shredded
into micrometer-sized droplets (microdroplets). With terminal velocities of the microdroplets
in excess of 10m/s, it takes less than 1ms for the droplets to cross the orthogonal plume of a
gas-phase reactant, such as ozone in the spraying chamber. Although the spray is neutral on
the whole, some droplets carry positive or negative charge acquired as a result of normal
statistical fluctuations in the number of charges per droplet [182]. As the charged droplets
evaporate, they eventually reach the Rayleigh limit for Coulomb fission and produce progeny
droplets and desolvated ions by mechanisms similar to ESI [175]. A mass spectrometer
collects ions from the spray through an electrified pinhole. For example, in Figure 12, a
negative potential is applied to the mass spectrometer entrance pinhole to extract positive ions
from the gas flow. Due to the enhancement of the surface-active species in droplet fission
processes, the mass spectrometer preferentially samples species that reside on the surface of
the original microdroplets. It is the combination of the short gas–droplet exposure time and
the bias toward detecting surface-active species that makes this method exquisitely sensitive
to the reactions occurring at the gas–droplet interface. Furthermore, the observed ion signals
are directly proportional to ion concentrations in the interfacial layers of the microjets prior to
their break-up into microdroplets [183]. Numerous problems, ranging from oxidation of sur-
factants on water droplets by atmospheric oxidants to the fundamental issue of proton avail-
ability at the water–air interface, have been investigated with this approach [41,183–196].
Some of these studies are highlighted later herein.
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Compounds containing halogen atoms play an important role in the lower atmosphere,
especially in coastal and marine environments where various halogen-containing molecules
are produced by reactions between gas-phase air pollutants and sea salt particles [197].
Chemical processes involving bromine and iodine species are of special interest because of
the high efficiency of these compounds in the catalytic destruction of ozone. Enami et al.
[192] observed that oxidation of Br� and Cl� by ozone in liquid droplets is efficiently cata-
lysed by I�, a minor component of sea salt. In the proposed mechanism, I� is oxidised by
ozone to HOI, which reacts with X� halogen ions via an IX�

2 intermediate, leading to a
release of X2 in the gas-phase and regeneration of I� (X =Cl or Br). The presence of sulphate
species in the droplet significantly affects the oxidation of I� by ozone. Enami et al. [41]
could directly observe previously postulated (but never observed) ISO�

3 and IS2O
�
3 intermedi-

ates in reactions between microdroplets containing dissolved I� and S2O
2�
3 with ozone. They

also demonstrated the relative reactivity of I� and S2O
2�
3 with ozone at the air–water interface

was quite different from that in the bulk solution, an important test of the surface selectivity
of their experimental method. Finally, Hayase et al. [194] found that aqueous surface oxida-
tion of I� by ozone is suppressed by the presence of phenols because of efficient competition
between I� and phenolates for ozone but is unaffected by common atmospheric compounds
butanol and malonic acid. These results highlight the molecular specificity of the effects of
surface-active organics on interfacial chemistry.

Figure 12. (Colour online) A schematic diagram of the setup for investigating chemistry occurring at
the air–liquid interface of small droplets. Reproduced with permission from Ref. [191].
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A series of studies by the same research group explored air–water interface reactions
between ozone and various organic compounds, including uric acid [184], ascorbic acid
[185], glutathione [187], β-caryophyllene [189], phenol and α-tocopherol [186]. All of these
studies have provided compelling evidence of unique chemical processes occurring at the air–
water interface. For example, epoxide, peroxide and SOZ of uric acid could be directly
observed in the experiments with the microdroplets, whereas ozonolysis of the bulk solution
produced only epoxide and traces of peroxide. In addition, the rate of the surface uric acid
+ ozone reaction increased rapidly with pH, and it was independent of pH in the bulk from
pH 4–7 [184]. Ozonolysis of β-caryophyllene [189] at the air–water interface was shown to
occur faster and give rise to a distinctly different set of products than in the bulk water.
Specifically, carboxylic acids, minor products of ozonolysis in bulk aqueous solution, were
the major products believed to result from a reaction of the primary ozonide (POZ = 1,2,3-
trioxolane) with interfacial water (Figure 13). Ozonolysis of ascorbic acid at the air–water
interface below pH 5 was shown to result in a significant yield of SOZ, which was not
present among the products of the ascorbic acid + ozone reaction in bulk water [185]. The
efficient production of SOZ, a highly reactive peroxidic species, has significant epidemiologi-
cal and toxicological implications because ascorbic acid is a key antioxidant present, for
example, in epithelial lining fluids. Aqueous surface ozonolysis of another natural antioxidant,
glutathione [187], converted its thiol, –SH, group into a sulfonic group, –SO�

3 . The relative
reactivities of glutathione, ascorbic acid and uric acid toward gas-phase ozone did not

Figure 13. Proposed mechanism of oxidation of β-caryophyllene by ozone at the air–water interface.
Reproduced with permission from Ref. [189].
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match those toward aqueous ozone in the bulk solution. These studies make it clear that the
air–water interface provides a unique reaction media for ozone chemistry, different from both
gas- and condensed-phase environments in terms of reaction rates and mechanisms. The air–
water interface provides a similarly unique environment for reactions of other atmospheric
oxidants, such as OH [198]. Therefore, extensions of these methods to other types of oxidants
are desirable.

Another series of papers by the same group examined the availability of protons at the
air–water interface and the efficiency of proton transfer to and from water through such an
interface. Proton transfer equilibria are known to be dramatically sensitive to the solvation
state of the ions involved. For example, hydronium ions readily protonate most organic
compounds in the gas-phase, whereas only relatively strong bases can be protonated by a
similar reaction in bulk water because of the high free energy of hydration of the hydronium
ion relative to that of the protonated base. Enami et al. [183] used reactions between gas-
phase trimethylamine (TMA), a compound with high gas-phase basicity (227 kcal/mol), and
microdroplets with different bulk pH to probe the apparent availability of protons at the air–
water interface. The ‘titration curve’ representing the signal of TMA-H+ versus the bulk
solution pH had an ‘equivalence point’ (i.e. the pH value below which the TMA-H+ signal
increased abruptly) at pHbulk = 3.8. This was quite different from the 9.8 pKa of TMA-H+, the
value reproduced in the same experiments by spraying pre-mixed solutions of TMA chloride
with different initial pH. The authors concluded that hydronium ions are accessible to the
gas-phase TMA species colliding with the surface of water microdroplets only below pHbulk

4. In the presence of certain surface-active organic compounds, such as fulvic acid, the pro-
tonation could be achieved at a higher pHbulk, suggesting that these organic molecules may
act as proton donors instead of the hydronium ions [188]. A similar experiment also was con-
ducted with n-hexanoic acid [191], the gas-phase basicity (187 kcal/mol) of which is closer to
that of water (158 kcal/mol). Although the protonated form of hexanoic acid is a strong acid
with a negative effective pKa <�3, the authors observed protonation of the –C(O)OH group
of hexanoic acid, resulting in –CðOHÞþ2 occurring at pHbulk as high as 3–4. Stated differently,
at pHbulk < 4, the aqueous surface behaved as a ‘superacid’ with respect to the protonation of
the molecules colliding with it. Because of the high kinetic isotope effect observed on H2O
vs. D2O microjets, they surmised that protonation involves proton tunneling through the out-
ermost layers of water and is controlled by both the reaction energetics and the dynamics of
the proton tunneling process. A new twist to the story has been provided by a recent
experiment, where aqueous microdroplets were exposed to HNO3 [196]. Although HNO3 is
strong acid, it did not produce NO�

3 upon collisions with water surfaces at neutral pHbulk

unless the solution already contained a small amount of other ions. Density functional
calculations by the authors suggested that anions in the surface layers of the droplet
electrostatically assist in withdrawing the proton away from NO�

3 . It should be clear from
these examples that the proton transfer processes at the interfaces may follow distinctly
different – and not always intuitive – predictable pathways.

Perhaps the most remarkable example of a unique proton transfer process at the air–water
interface was the observation that isoprene, the second most important organic molecule emit-
ted by the biosphere (after methane), is capable of protonation and cationic oligomerisation
during collisions with mildly acidic (pHbulk < 4) droplets [190]. It is known that highly acidic
surfaces such as >80wt.% sulphuric acid take up isoprene efficiency and convert it into
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polymeric products [199]. It appears that a similar process may take place under more envi-
ronmentally relevant conditions. This process, estimated to occur with an effective uptake
coefficient of �10�6 (one out of a million gas–aqueous surface collisions), has the potential
to contribute to nighttime removal of isoprene by thin water films on various environmental
surfaces, including the forest canopy and aerosol particles. If such interface-specific processes
turn out to be universally applicable to all biogenic terpenoids, we will have to reconsider
their emission inventories, as well as the mechanisms of SOA formation, from such
compounds.

4.3. Laser abblation mass spectrometry of levitated and supported droplets

Laser desorption/ionisation (LDI) of liquid droplets has many advantages for qualitative
analysis of the mixture components compared to LDI on solids. In contrast to LA from
solids, liquids represent a more homogenous sample, and the spot ablated by the laser ‘heals’
quickly. Therefore, each subsequent laser pulse in effect probes a fresh sample. Jorabchi et al.
[42] examined the enhancement of matrix-assisted laser desorption ionisation (MALDI) signal
from immobilised liquid droplets in the presence of corona ions. In that study, a microliter
droplet was placed on a conducting stainless-steel or on a non-conducting Teflon support
between an entrance tube of a mass spectrometer and a corona needle. A pulsed nitrogen
laser was focused on the droplet from above. Using a clever way of timing the corona
discharge voltage with respect to the laser pulses, they were able to demonstrate that ion
enhancement was not a result of postdesorption ionisation of neutral compounds by the
corona ions. Rather, it was a result of charging the electrically isolated droplet. The charged
droplet was distorted in the applied field from the corona tip, which increased the ion
formation efficiency at the droplet surface closest to the mass spectrometer entrance. The
main advantage of this mechanism, referred to as ‘CALDI’, by the authors, is that it requires
a significantly lower external field compared to the standard AP-MALDI or ESI methods.

Westphall et al. [200] took advantage of CALDI’s lower electric field requirements in
what appears to be the first MS study of acoustically levitated microdroplets. Acoustic levita-
tion is ideally suited for CALDI because this technique depends only on the density of the
levitated particle, not on its size or charge. Charging the droplet prior to the LDI pulse was
shown to be critical for the mass spectral detection of ions. In fact, no ions could be observed
in these experiments if the droplet was not initially charged. Figure 14 illustrates the optimal
timing of the experiment, in which the droplet is first charged to the highest possible level
with the corona discharge, then allowed to equilibrate in the acoustic trap, and finally
subjected to the LDI pulse. The entire timing sequence was repeated at the repetition rate of
the laser (20Hz in these experiments). The resulting mass spectra of oligopeptides contained
singly charged protonated and sodiated ions with minimal fragmentation.

In the two previously described studies, the UV laser used for desorption/ionisation
required significant amounts of chromophoric compounds and diethanolamine as part of the
MALDI matrix, which suppressed partitioning of analytes to the surface. Jorabchi and Smith
[201] described an alternative approach, in which a relatively low-power IR laser was used
for preferential desorption of surface-active analytes from a droplet resting on a stainless-steel
capillary followed by postionisation with a methanol/formic acid electrospray. They
demonstrated the surface bias of this method by an observation that more surface-active
molecules were depleted from the droplet faster as the droplet was subjected to repeated IR
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desorption pulses. These results were rationalised using a model that related the surface
partitioning coefficients with the observed decay rates of the ion signals. The authors found a
correlation between the surface partitioning and the phase partitioning coefficients on a C18

HPLC column. Thus, the approach may become a viable separation tool for organic analytes
in microdroplets.

4.4. Ion-mobility studies of nanodroplets

IMS [202] is a well-established technique based on separating ions by their mobility through
a buffer gas. Mobility Z (cm2V�1 s�1) is defined as a proportionality constant between the
terminal velocity of the ion, m (cm s�1), and the electrostatic field, E (V cm�1), as shown in
Equation (7):

m ¼ Z � E ð7Þ

In the low-field limit, the mobility is inversely proportional to the product of the buffer gas
density and the collisional cross section, which, in turn, depends on the ion’s size and shape. A
typical IMS instrument contains a pulsed ion source, linear drift region and suitable ion detec-
tor. IMS instruments often are coupled to quadrupole, ion trap or TOF mass spectrometers to
enable precise determination of the masses of ions exiting the drift region [203]. IMS-MS
methods traditionally have been applied to comparatively small molecular ions, cluster ions
and biomolecules, generally less than 1 nm in size [203,204]. Larger particles, with diameters
exceeding several nanometers, are normally sized with mobility instruments of a very different
design [205], known as ‘differential mobility analysers’ (DMAs). The fundamental difference
between IMS and DMA instruments is that the former separate packets of ions in time, whereas
the latter separate continuous streams of ions or charged particles in space. A standard DMA
consists of a continuous particle source, particle charger/neutraliser, cylindrical drift region and
a particle detector, either a condensation particle counter or an electrometer. Commercial

Figure 14. (Colour online) Schematic diagram of the setup for taking CALDI mass spectra of
acoustically levitated particles and the timing sequence of the experiment involving charging the droplet,
equilibration step and LDI step. Reproduced with permission from Ref. [200].
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DMAs, such as those produced by TSI Inc. (Shoreview, MN), work best for particles ranging
from about 5 to 1000 nm in size. A number of studies coupled traditional ESI sources with
DMA-type instruments to investigate chemistry of nanoparticles in solution. The readers are
referred to a recent review by Guha et al. [206], which provides an excellent overview of this
research area and is not covered in this article.

The size range of 1–5 nm traditionally has been difficult to access with conventional IMS
and DMA instruments. However, particles in this size range are critical in homogeneous
nucleation of atmospheric aerosols and in emerging nanoparticle technologies. In recent years,
significant efforts have been expended to morph the IMS-MS and DMA approaches to extend
their capabilities and provide new tools for nanoparticle characterisation. For example, the
Fernandez de la Mora group incorporated a high-resolution parallel-plate DMA, shown
schematically in Figure 15, into atmospheric pressure ionisation sources of various types of
mass spectrometers and described the design criteria for achieving both high ion transmission
and high resolving power of the DMA [207]. For smaller particle sizes, the resolving power
of DMAs is primarily limited by diffusion perpendicular to the intended direction of the drift.
To overcome the diffusion limitations, the DMA had to be operated under the conditions of
high Reynolds numbers, where any design fault would result in turbulent flows. The authors
were able to achieve a resolving power in mobility (Z/ΔZ) in excess of 50 while keeping the
charged particle transmission greater than 50%.

The DMA-MS approach developed by the de la Mora group made it possible to quickly and
sensitively obtain impressively large amounts of two-dimensional mobility-mass data. For exam-
ple, Hogan and de la Mora investigated the evaporation of ions from ionic liquid-acetonitrile
nanodrops [208] and evaporation of ion pairs from charged clusters of ionic liquids [209], while
Larriba et al. [210] examined the relationship between the mobility and the volume of nano-
drops of ionic liquids with diameters up to 3 nm. A sample mobility-mass spectrum of particles
produced by electrospraying 1-ethyl-3-methylimidazolium tetrafluoroborate (EMI-BF4) is repro-
duced in Figure 16. The observed peaks correspond to ions (EMI+)z(EMI-BF4)n. The m/z-axis
has been converted into n/z-axis in the figure, where n is the number of the EMI-BF4 ion pairs
per particle and z is the particle’s charge. For singly charged clusters, the observed n ranges
from 0 to more than 40. Even larger values of n can be observed in multiply charged particles.
The peaks are narrower in the n/z dimension because of the higher resolving power of the mass
spectrometer (m/Δm � 104) compared to that of the DMA (Z/ΔZ � 50).

Figure 15. Schematic diagram of separation of charged particles by their mobility in a parallel plate
DMA and a diagram of a practical DMA-MS instrument. Reproduced with permission from Refs.
[207,208].
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Such a mobility-mass data-set is impressively rich with information. For example, the
particle densities can be directly calculated from the observed masses and mobilities using the
Stokes–Mulliken equation, which relates mobility to the volume-equivalent diameter and
accounts for the finite size of the gas-phase molecules colliding with the particle [211]. The
apparent particle densities approach bulk values for particles with diameters in excess of

Figure 16. (Colour online) A mobility-mass spectrum of particles generated by electrospraying a
solution of ionic liquid EMI-BF4 in acetonitrile. Only singly charged ions EMI+(EMI-BF4)n are visible
in the top panel. The intensity scale has been adjusted in the bottom panel to better showcase the
multiply charged ions (EMI+)z(EMI-BF4)n. Reproduced with permission from Ref. [210].
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1.5 nm [210]. The apparent density is significantly reduced for smaller particles because
particles deviate from spherical shapes as they approach molecular dimensions. In addition,
the importance of the ion-induced dipole interactions in particle–molecule collisions becomes
greater at smaller particle sizes. Both effects decrease the particle mobility relative to that
expected for a spherical object drifting through a flow of non-polarisable molecules.

The dynamics of droplet evaporation have been examined using mobility-mass measure-
ments. For each mobility value, several n/z peaks are observed for singly charged ions (z= 1)
in Figure 16 instead of a single peak. This has been interpreted [209] as a result of ion-pair
evaporation from the ionic liquid droplets occurring in the ion guide of the mass spectrometer
(region Q0 in Figure 15) as a result of RF heating. Although ionic liquids generally are
viewed as involatile, the droplet surface’s high degree of curvature enables evaporation of the
EMI-BF4 ion pairs via the Kelvin effect (ion-pair evaporation from aerosolised ionic liquids
also has been observed [212] using VUV photoionisation of the free ion pairs). Evaporation
of ions from multiply charged droplets also was observed with the most common process cor-
responding to the loss of (EMI+)(EMI-BF4). The highly efficient evaporation of the droplets
makes it challenging to investigate more volatile nanodroplets made of water or common
organic solvents using this technique. However, this limitation likely can be overcome in the
future by using a buffer gas maintained at a predefined RH, similar to the approach used in
tandem DMA instruments designed to quantify hygroscopic growth of particles [213].

5. Summary and outlook

Recent developments of MS-based techniques highlighted in this review facilitate opportunities
for improved understanding of the mechanisms and kinetics of reactions affecting physical and
chemical properties of ambient particles and droplets. Although the MS techniques reviewed
here are not universally applicable to all types of particles, and some are limited only to labora-
tory studies by virtue of the instrumental design, the broad arsenal of the available MS methods
makes it possible to pick one or several methods tailored to a specific application. For example,
ambient surface ionisation techniques enable direct analysis of particles collected on substrates
without special sample pre-treatment. When coupled with HR-MS, these techniques can be
used for detailed characterisation of the chemical composition of the inherently complex SOA
samples. This capability is particularly important for understanding mechanisms of heteroge-
neous reactions of SOA with common atmospheric gases responsible for chemical ageing of
SOA in the atmosphere. Furthermore, reactive analysis may be used for quantification of
reaction products in complex mixtures. Although a variety of ambient surface ionisation
techniques developed in the last decade have been used in forensics, biological materials
analysis, counterfeit drug detection, chemical imaging and other applications, only a few of
these methods have been applied for characterisation of aerosol samples. This presents a clear
opportunity for future developments in the field of chemical analysis of aerosol samples.

Several vacuum-based techniques traditionally used for characterisation of mineral
surfaces and soil samples (e.g. NanoSIMS and LA-ICPMS) show great potential for depth
profiling and imaging of individual particles on substrates. Recent developments in SIMS
instrumentation [43] have resulted in improved sensitivity and better spatial resolution, which
enabled the first high-resolution elemental mapping of heterogeneous inorganic particles.
Combined with depth profiling capabilities, this technique may be used in the future for 3D
chemical imaging of individual particles on substrates. Although images of individual
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particles deposited on the substrates may be affected by transformations of particle morpholo-
gies upon sample collection, these effects can be minimised by gentle deposition of charged
particles using ion soft landing [214–216] that can be further developed for particle deposi-
tion. Alternatively, the advent of novel coherent light source facilities based on X-ray free
electron laser technology has opened up an additional unique opportunity for on-the-fly
imaging and mass spectrometric characterisation of individual particles [217].

Ambient liquid droplets are unique reactive vessels, in which both the rates and pathways
of chemical reactions may be dramatically different from the bulk solution. For example, rates
of some organic reactions are enhanced by several orders of magnitude when the reaction
occurs in a submicron-sized droplet. MS approaches summarised in this review are ideally
suited for understanding chemistry on droplets with sizes spanning several orders of
magnitude (from nanometers to millimeters in diameter). These techniques provide unique
insights on the surface chemistry of microdroplets. For example, MS has been used for exam-
ining the availability of protons and proton transfer phenomena at the air–water interface.
These studies demonstrated that at relatively mild acidic pH, the aqueous surface behaves as
a superacid as reflected by the unexpectedly efficient protonation of gas-phase molecules
impinging on the surface of the droplet. The observation of ozone + olefin reaction products
that do not readily form in the bulk is another example of unusual chemistry occurring at the
air–water interface that can now be investigated using emerging MS methods. These exam-
ples highlight exciting future opportunities in the field of droplet MS. In addition, combining
experimental data with molecular dynamics modelling may have a significant impact both on
understanding chemistry in cloud and fog droplets and toward a fundamental understanding
of physical chemistry underlying ambient ionisation techniques.

This review also makes the point that gathering comprehensive information on the chemical
composition, reactivity and transformations of environmental particles and surfaces is an espe-
cially challenging task because no single method of analytical chemistry is capable of providing
the full range of necessary information. For example, methods of single-particle MS analysis
may probe and sometimes even visualise particle morphology and internal structure at nanome-
ter scale. However, they provide limited information on particle molecular content. HR-MS
interfaced with ambient surface ionisation approaches may provide detailed information on
molecular content of organic particles and surfaces, but these methods acquire integrated signal
from an ensemble of particles and eliminate knowledge of particle individual composition.
Therefore, the application of complementary analytical methods is needed to provide compre-
hensive information, ranging from microscopy-level details of individual particles to advanced
molecular characterisation of complex organics comprising particulate matter.
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