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Aerosols can substantially impact human health, atmospheric chemistry, and climate. The 

composition and photochemistry of a variety of anthropogenic and biogenic primary and 

secondary organic aerosols (POA and SOA) have yet to be fully characterized. The composition 

of organic aerosols is extremely complex - they contain a variety of highly oxidized, 

multifunctional, low vapor pressure organic compounds. The primary focus of this thesis is on 

the molecular characterization of organic aerosols that are not well understood or have not been 

studied before, such as primary emissions from electronic cigarettes, iron (III) mediated SOA, 

and photooxidized biodiesel and diesel fuel SOA. Another focus of this dissertation is the effect 

of direct photochemical aging on the composition of organic aerosol. Direct photolysis 

experiments were first applied to a system that is known to have a photolabile composition, 

alpha-pinene ozonolysis SOA, such that characterization of a photochemical effect would be 

possible to quantify. Photolysis of more complex SOA that have not been studied before, 

photooxidized biodiesel and diesel fuel SOA, were also investigated in this thesis. Advanced 

high resolution mass spectrometry techniques were used in the molecular characterization of 

organic aerosols, including nano-Desorption Electrospray Ionization Mass Spectrometry (nano-
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DESI) and Fourier Transform Ion Cyclotron Resonance Mass Spectrometry (FTICR). An 

additional suite of online instrumentation was used to measure gas-phase composition, particle-

phase composition, particle size and concentration, and absorption properties: Proton Transfer 

Reaction Time-of-Flight Mass Spectrometry (PTR-ToF-MS), Aerosol Mass Spectrometry (ToF-

AMS), Scanning Mobility Particle Sizing (SMPS), and UV-vis spectroscopy. The molecular 

analysis of these aerosols provides valuable insight to the formation and photochemical behavior 

of unexpected, polymeric, light absorbing, and unique organosulfur species. 
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1.1. Background 

1.1.1. Atmospheric Organic Aerosols (OA) 

Air pollutants, such as particulate matter (PM) and toxic gases, have harmful effects on 

human health, atmospheric chemistry, and climate.1 The regulated criteria pollutants are PM2.5 

(particles with diameter below 2.5 μm) and PM10 (particles with diameter below 10 μm), ozone 

(O3), carbon monoxide (CO), sulfur dioxide (SO2), and lead (Pb). PM is known to have negative 

cardiovascular, respiratory, morbidity, and mortality effects and is suggested to also cause 

reproductive and developmental problems, impaired cognitive abilities, and cancer.2-4  There is 

no “golden standard” solution that will predict the health outcome of multi-pollutant exposures 

or, alternatively, predict the multiple source emissions responsible for a particular state of health; 

some metrics are additive while others may behave in a synergistic or antagonistic manner.5  The 

World Health Organization estimated that 3.7 million deaths globally were attributed to PM10 

from ambient air pollution of 2012.6  In addition to health effects, particles can affect the climate 

directly by absorbing or scattering solar radiation and indirectly by acting as cloud condensation 

nuclei, and can dramatically reduce visibility.7  

PM contains many different types of compounds including sulfates, nitrates, organics, 

ammonium, and chlorides.8 Organic aerosols (OA) represent a significant and sometimes the 

major component of PM2.5 and PM10,
9-11 providing up to 90% of the submicron particle mass.12-15 

The composition of OA is extremely complex - they contain a variety of highly oxidized, 

multifunctional, low vapor pressure organic compounds. OAs that are directly emitted into the 

atmosphere, such as those emitted by cigarettes and vehicles, are defined as primary organic 

aerosols (POA). Oxidation of volatile organic compounds (VOCs) in the atmosphere form low 

vapor pressure multifunctional organics that condense into secondary organic aerosols (SOA), 
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which often dominate the overall contribution to OA. POA and SOA can be aged further in 

heterogeneous processes such as oxidation by atmospheric free radicals (OH16 and NO3
17) and 

O3,
18 acid-catalyzed oligomer formation19 and cyclization,20 and photochemical processes.21  The 

complexity of OA generally increases as it ages, which makes its characterization a challenging 

task. Measurement challenges in the composition of OA are primarily speciation and time 

resolution.1 Therefore, it is important to understand the abilities and limitations of various forms 

of aerosol instrumentation in the determination of the chemical composition of OA, and to apply 

the best analytical tool to a specific system of interest. 

1.1.2. Primary Emissions of Combustion and Electronic Cigarettes 

Cigarette smoke causes both indoor and outdoor air pollution.22 The smokers get exposed 

to exceedingly high concentrations of PM and VOC (> 1 mg m-3),23, 24 which are orders of 

magnitude higher than concentrations of comparable air pollutants in a typical urban 

environment. People living in the immediate proximity to the smokers get exposed to so-called 

“second-hand smoke” that is emitted by the burning cigarettes or exhaled by the smoker. Finally, 

people who enter the environments previously exposed to tobacco smoke are subjected to “third-

hand smoke” that slowly desorbs from the indoor surfaces.25, 26 

Mainstream smoke (the one the smoker would inhale directly) of combustion cigarettes 

has been well studied and characterized over the past several decades.27  A diagram of a typical 

combustion cigarette is seen in Figure 1.1. Some of the processes that result from lighting a 

cigarette include combustion, pyrolysis, distillation, condensation, and filtration. Tobacco smoke 

has been found to contain ~4800 substances.28  The gaseous components of cigarette smoke 

include carbon monoxide, acetaldehyde, methane, hydrogen cyanide, nitric acid, acetone, 

acrolein, ammonia, methanol, hydrogen sulfide, hydrocarbons, gas phase nitrosamines, and 
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carbonyl compounds.29 Particulate phase constituents contain carboxylic acids, phenols, water, 

humectants, nicotine, terpenoids, paraffin waxes, tobacco-specific nitrosamines, PAHs, and 

catechols.29  The complex composition of tobacco smoke has been known to cause or contribute 

to the development of lung, liver, colorectal, prostate, and breast cancer, diseases of nearly all of 

the organs in the body, and other outcomes such as inflammation, impaired immune system, 

congenital malformations, and erectile dysfunction, etc.30, 31  Cigarettes mainly vary by tobacco 

blend, the presence or absence of filter, filter type, ventilation, flavor additives, and sometimes 

by diameter and length. Some cigarettes even have a combination of several filters that are of 

different types. Commonly used filters for the removal of particles and VOCs are cellulose 

acetate filters and charcoal filters. Cigarettes containing filters have been referred to as “reduced 

harm” cigarettes because the filters remove some particles and VOCs. This claim is generally 

misleading to consumers because filters do not have a 100% efficiency in the removal of 

particles and VOCs.32   

 

 

Figure 1.1. Diagram of a typical combustion cigarette.33 

Copyright © Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim 
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As a more recent development in 2003, an electronic cigarette (e-cigarette) was invented 

and for years was advertised as “safe” smoking.34 Its design (Figure 1.2) differs greatly from any 

previous cigarette in that it does not contain tobacco; puffing on the device leads to volatilization 

of nicotine at elevated temperatures, but in the absence of any combustion. This mode of 

cigarette use is often referred to as “vaping” instead of “smoking”. Tobacco of the conventional 

cigarette was replaced by a liquid cartridge that contained water, propylene glycol and/or 

vegetable glycerin, flavoring additives, and nicotine in the e-cigarette; combustion was replaced 

by vaporization.35 Although e-cigarettes were advertised as only a physical process of vaporizing 

liquid solutions, it was found to be more complex. Oxidized versions of components of the liquid 

cartridges were found in the emissions of e-cigarettes and explained by electrochemistry from 

the battery voltage.36, 37 Some of these oxidized species include harmful reactive carbonyls such 

as acrolein, acetaldehyde, and formaldehyde.37  Therefore it is important to compare the 

emissions from combustion cigarettes and e-cigarettes and investigate their behavior under 

different smoking conditions.  

 

Figure 1.2. Diagram of two common designs of e-cigarettes.38 
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1.1.3. Aqueous Iron Chemistry 

Iron is a key element in biology needed for building a number of essential proteins. The 

biological activity in remote ocean waters is often iron-limited. Transport of mineral dust from 

the continents is an important mechanism of delivery of bioavailable iron to the remote oceans; 

other contributions may include anthropogenic sources, biomass burning, hydrothermal vents, 

and release from ocean sediment.39 Once dissolved on the ocean surface, iron may be removed 

by biological uptake and through abiotic particle scavenging.40  The chemical reactivity of iron 

depends on several factors: solubility, redox conditions, UV light, pH, and temperature.39  Aside 

from the well known Fenton chemistry where hydrogen peroxide reacts with Fe(II) to produce 

Fe(III) and radicals that can degrade soluble organic matter, dissolved iron can form complexes 

with organic ligands.41 This chemistry has been observed to behave differently between bulk and 

surface reactions. Tofan-Lazar et al.42 found that under humid heterogeneous surface reactions of 

catechol vapor and a Fe(III) salt that stable metal-ligand complexes were formed, but that in bulk 

aqueous reactions of these reactants complexation lead to the oxidation of catechol. Therefore, 

soluble Fe(III) ions can also be an efficient pathway to degrade soluble organic matter. 

 

1.1.4. Photooxidation of Fuel SOA 

The hydroxyl radical (OH) is the most reactive oxidant in the atmosphere and is a major 

sink for organic species. The largest source of OH formation is via photolytic processes. In 

remote regions, OH is mainly produced from the photolysis of O3 in the presence of water vapor 

(1.1a,b). This may occur in more polluted regions, but additional sources exist such as nitrous 

acid (1.2), hydrogen peroxide (1.3), hydroperoxy radicals (1.4), and alkene ozonolysis during 
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night. In the presence of nitrous oxides (NOx = NO +NO2) and a third body, M, ozone can also 

be formed (1.5a,b).43 

 

O3 + hν (λ < 336 nm) → O(1D) + O2                                                                                       (1.1a) 

O(1D) + H2O → 2OH                                                                                                               (1.1b) 

HONO + hν (λ < 400 nm) → OH + NO                                                                                    (1.2) 

H2O2 + hν (λ < 370 nm) → 2OH                                                                                               (1.3) 

HO2 + NO → OH + NO2                                                                                                           (1.4) 

NO2 + hν (λ < 420 nm) → NO + O(3P)                                                                                    (1.5a) 

O(3P) + O2 + M → O3 + M                                                                                                      (1.5b) 

  

 The generation of reactive oxidant radicals upon photolysis of precursors, followed by 

reaction with VOCs is known as photooxidation. Atmospheric chemistry of the photooxidation 

of VOCs can be modeled and studied in the laboratory using smog chambers and flow reactors 

(experimental details are described in section 1.3). Experiments must first generate hydroxyl 

radicals which can be formed by the ozonolysis of alkenes or by photolysis of precursor species 

such as hydrogen peroxide (H2O2), nitrous acid, or small organonitrates.44 Hydrogen peroxide is 

a commonly used OH precursor and produces two hydroxyl radicals when photolyzed (1.3). For 

a recent review of atmospheric organic chemistry and laboratory studies, see Glasius and 

Goldstein (2016)1 and references therein.  

 Previous VOC photooxidation studies have focused on single component biogenic and 

anthropogenic sources.45  More complex systems that have been investigated include motor oil 

particles,46 diesel exhaust,47 and biogenic VOC (BVOC) mixtures.48  Interestingly, emissions of 

diesel vehicle exhaust can contain a large contribution from unburned fuel.49  Similarly, 

unburned fuel was also found in biodiesel exhaust.50 Such products of incomplete combustion 
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and incomplete catalytic converter oxidation may be efficient SOA precursors.51 Other sources 

of fugitive oil and natural gas emissions of non-methane hydrocarbons (NMHCs) exist such as 

oil spills, refinery processing, and hydraulic fracturing.52-54  Diesel fuel composition is 

dominated by aliphatics and contains some aromatic and polyaromatic hydrocarbons (PAHs) 

whereas biodiesel fuel contains fatty acid methyl esters (FAMEs). The reactivity of hydroxyl 

radicals with species in these fuels is described next. 

 Diesel fuel contains an abundance of different types of aliphatics.55 The hydroxyl radical 

reacts via hydrogen abstraction with aliphatics (1.6) to form water and an alkyl radical (R•). The 

reactivity of the hydroxyl radical to hydrogen-abstract from an alkyl carbon increases in the 

following order:  methane (H-CH3) << primary (H-CH2-R) < secondary (H-CH-R) < tertiary (H-

C-(R)R) bonds.56 The rate constant for the overall reaction of OH with a species can be treated as 

a sum of the contributions from each abstractable hydrogen using a structure-activity relationship 

(SAR) which includes corrections for the effects of adjacent groups that were secondary or 

tertiary.57  Further corrections and also other methods for estimating these rate constants are 

described by Ziemann and Atkinson (2012)45 and references therein. In general, the OH 

reactivity of alkanes increases with chain length and cyclization, and stays the same or increases 

with branching.  

 

OH + RH → R• + H2O                                                                                                               (1.6) 

  

 The presence of a double bond in alkenes creates an additional reaction pathway where 

hydroxyl radicals react via addition (1.7a). Hydrogen abstraction (1.7b) may occur at allylic or 

alkyl side chain hydrogens, but, in general, addition is the dominant path in the overall 
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contribution to OH reactivity. It should be noted that abstraction may become significant for 

alkenes that have large side chains.56 In the addition of hydroxyl radicals to asymmetric double 

bonds, the addition favors formation of a more stable alkyl radical. The radical stability increases 

in the following order: primary < secondary < tertiary < allylic (R-CH2-CH=CH-Rꞌ).58 Reactivity 

of alkenes increase with the number of double bonds, chain length, and with cyclization; it stays 

the same or increases with branching. Biodiesel fuel contains some methyl esters with one, two, 

and three double bonds, where the latter would be the most reactive towards hydroxyl radicals. 

 

OH + R1-CH2-CH=CH-R2 → R1-CH2-C•-C(OH)H-R2                                                       (1.7a)                             

OH + R1-CH2-CH=CH-R2 → H2O + R1-C•H-CH=CH-R2 ↔ R1-CH=CH-C•H-R2               (1.7b)  

                                                            

 Esters are similar in reactivity with OH to alkanes. In the case of a methyl ester, C1 in 1.8 

is slightly more reactive than that of an alkane.45 The alkyl end of the ester is similar in reactivity 

as an alkane except that the carbon site closest to the ester, C3, is about half as reactive.45 

Including these small effects from an ester group to the reactivity of alkenes, FAMEs with 

double bonds are more reactive than the alkanes in diesel fuel. 

 

OH + C1H3-O-C2(O)-C3H2-R  → H2O + H-abstraction products                                             (1.8) 

 

 Simple aromatic and PAH species may also react with hydroxyl radicals via addition to 

aromatic double bonds or hydrogen abstraction of alkyl chains. Benzene is an exception and 

reacts almost exclusively by OH addition and is the least reactive of all the aromatics in general 

as it is the smallest aromatic and lacks alkyl chains. Reactions of hydroxyl radicals with 

aromatics at room temperature are dominated by OH addition, where abstraction accounts for 
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less than 10%.43 While OH rate constants of some PAHs have been measured and observed to 

increase with molecular size, the reason is not currently known.59 Therefore PAHs in the diesel 

fuel will react faster than the simple aromatics. Rate constants of OH reactivity with several 

different types of compounds that contain six carbons, along with toluene and naphthalene are 

presented in Figure 1.3) 

 

 

Figure 1.3. Rate constants for OH with several different types of compounds that contain six 

carbons, along with toluene and naphthalene. The rate constants are in units of cm3 molecule-1 s-

1.  
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1.1.5. α-Pinene Ozonolysis SOA 

Another important pathway of SOA formation is the ozonolysis of alkenes, which are 

common amongst BVOC. The most dominant global BVOC emissions are from isoprene, which 

contains two double bonds, but its ozonolysis does not make a major contribution to SOA.9  

Other BVOC terpenes that are emitted in the atmosphere include monoterpenes (C10), 

sesquiterpenes (C15), and larger compounds. The most important species in the monoterpene 

group are α-pinene, β-pinene, sabinene, and limonene.9 Ozonolysis of α-pinene is a sink for 

about 80% of α-pinene emissions and a major source of SOA.60  The first step in the reaction of 

ozone with α-pinene is the addition of ozone to the double bond forming a primary ozonide 

(Figure 1.4). It is highly unstable and decomposes to form two different Criegee intermediates 

that each contain a biradical carbonyl oxide and a carbonyl functional group. The Criegee 

intermediates are formed with a lot of internal energy and they quickly decompose via two 

pathways, ring closure to a dioxirane or hydrogen migration to a hydroperoxide intermediate.61 

The latter can undergo isomerization or decomposition to form OH, carbonyls, and a variety of 

other products.62 Criegee intermediates can also be collisionally stabilized and survive long 

enough to react with products of α-pinene ozonolysis (especially under smog chamber 

conditions) to form larger dimeric species or form an intramolecular secondary ozonide.63 

 

1.1.6. Photochemical Aging 

The majority of past OA aging studies have focused on photooxidation driven by gas-

phase and heterogeneous reactions of gas-phase oxidants with OA constituents and gas-phase 

photochemistry.1, 64 However, UV radiation from the sun can induce photolysis and other 

photochemical reactions of oxygenated organic compounds directly in the condensed organic 
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aerosol phase.65 Photochemistry can be a dominant driving force behind most chemical processes 

occurring in the atmosphere.66 Photochemical studies can reveal if an aerosol is a temporary 

 

Figure 1.4. Diagram of the primary ozonide and Criegee intermediates formed in the ozonolysis 

of α-pinene. The intermediates decompose giving rise to a great number of secondary products, 

some of which end up in SOA. 

 

or permanent sink of NOx,
67 and can cause physical and chemical changes in properties such as 

hygroscopicity, particle mass, absorption, oxidation, and volatility.68-70 Gas-phase photolysis of 

VOC is well studied and is accounted for in atmospheric models. On the contrary, changes in OA 

composition and concentration arising from condensed-phase photolysis of low volatility organic 

compounds have not been thoroughly quantified.  

The importance of condensed-phase photochemistry in the atmosphere has not been 

recognized until recently.66, 71  SOA contains photolabile species at actinic wavelengths such as 

carbonyls, peroxides, and nitrates.72 In particular, the SOA of α-pinene ozonolysis is rich in 



13 
 

photolabile species such as ketones, aldehydes, and peroxides. Organic peroxides are significant 

in α-pinene ozonolysis SOA and were previously found to attribute up to 50% by weight of this 

SOA mass.73, 74  The photolysis of organic peroxides leads to two radicals (reactions 1.9 and 

1.10) that may either recombine or disproportionate.75 More complex reactions are also possible 

that involve isomerization, hydrogen abstraction, etc.43  The main organic peroxides initially 

formed from α-pinene ozonolysis are shown in Figure 1.5.76 Other peroxides, such as hydrogen 

peroxide, hydromethyl hydroperoxide, peroxyformic acid, peroxyacetic acid, and larger organic 

peroxides, can be formed from multi-generation products.74, 77-79  Due to their dominant mass 

contribution and photolability, peroxide species within α-pinene ozonolysis SOA can be used to 

estimate the photolysis lifetime of this SOA. 

 

COOC   + hν → [  CO• + •OC  ] → >C(O) +   COH                                                             (1.9) 

COOH + hν → [  CO• + •OH] → >C(O) + H2O                                                                  (1.10) 

 

 

Figure 1.5. Organic peroxides of α-pinene ozonolysis SOA.76 

 

1.2. Goals 

The principal goal of this thesis is to comprehensively describe molecular formulas, 

compare absorption properties, characterize various environmental effects on the composition, 

and to investigate the photochemistry of biogenic and anthropogenic organic aerosols. Systems 
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investigated in this thesis include: cigarette and e-cigarette POA, iron (III) mediated SOA, 

photooxidized fuel SOA, and α-pinene ozonolysis SOA. POA of cigarettes and e-cigarettes were 

produced by smoking and “vaping”, respectively, with a puff pump and control board. Iron (III) 

mediated SOA were formed in reaction mixtures of aqueous solutions. Photooxidized fuel SOA 

and α-pinene ozonolysis SOA were generated in a TeflonTM chamber constructed at UCI (further 

described in the following section).  

Chapter 2 presents the first study of the real-time analysis of e-cigarettes. This study 

demonstrated the application of PTR-ToF-MS to the characterization the VOCs in e-cigarettes 

which has since gained increasing popularity. The advantages of utilizing a fast dilution flow 

tube in characterizing cigarette and e-cigarette emissions were presented. Additionally, this work 

supported recent observations of carbonyl emissions in e-cigarettes and their battery dependency.   

Chapter 3 shifts the focus of this thesis to more atmospherically relevant SOA. The 

importance of aqueous iron (III) chemistry in the atmosphere is described. Dark reactions of iron 

(III) and select models for the aromatic fraction of humic like substances in aerosols formed light 

absorbing secondary organics and colloidal organic particles. Results showed that these reaction 

products significantly changed the absorption properties if the initial aqueous media. This study 

provided possible evidence for new pathways for SOA and polymer formation.  

Chapter 4 describes the first study of the effect of SO2 on the formation of photooxidized 

unburned diesel and biodiesel fuel. Furthermore, this was the first study to characterize unburned 

diesel fuel and biodiesel fuel SOA with state-of-the-art high-resolution mass spectrometry 

(HRMS) techniques that offer higher resolving power than the commonly used mass analyzers. 

This chapter highlights the importance of diesel and biodiesel fuel as contributors to SOA in 

urban areas, and argues that certain SOA compounds previously assigned to biogenic sources 
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may have originated from the fuel. Also, this work supports additional pathways for the 

formation of organosulfur species in the presence of SO2 that are not possible in sulfate seed 

studies. 

Chapter 5 outlines the first direct photolysis study of SOA in its aerosol phase with 

separation from oxidant recycling and the interaction of particles with more volatile species. The 

importance (and possible dominance) of condensed-phase processes in the photochemical aging 

of SOA was emphasized for a key biogenic SOA system, α-pinene ozonolysis SOA. The results 

demonstrate the significant changes in both the physical and chemical properties of the SOA 

undergoing photolysis. For example, particulate peroxides are shown to degrade as a result of 

photolysis on an atmospherically relevant time scale of days.  

 

1.3. General Methods 

1.3.1. Chamber Generation of SOA 

The Nizkorodov lab smog chamber (Figure 1.6) consisted of an enclosed 5 m3 TeflonTM 

chamber that was surrounded by ultra-violet broadband (UV) lamps (FS40T12/UVB, Solarc 

Systems Inc.) with an emission centered at 310 nm. Reactive gases were introduced to the 

chamber through stainless steel tubing and a TeflonTM manifold. These include O3, NO, and 

sulfur dioxide (SO2). In photooxidation experiments, hydrogen peroxide (Aldrich; 30% by 

volume in water) was used to form hydroxyl radicals when the UV lamps are turned on. A VOC 

precursor of interest was added to the chamber through an injection port with evaporation from a 

flow of zero air. Ozone and nitrogen monoxide were recorded by a Thermo Scientific model 49i 

ozone analyzer and a Thermo Scientific model 42i-Y NOy analyzer. VOCs that had a proton 

affinity greater than water were able to be chemically ionized by hydronium ions with a Proton 
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Transfer Reaction Time of Flight Mass Spectrometer (PTR-ToF-MS). Particle size, 

concentration, and composition were monitored with a scanning mobility particle sizer (SMPS, 

TSI 3080 Electrostatic Classifier and TSI 3775 Condensation Particle Counter) and an Aerodyne 

Time-of-Flight Aerosol Mass Spectrometer (ToF-AMS). SOA generated in the chamber was 

collected on filters for offline analysis or sent to a dual flow cell for direct photolysis 

experiments. 

 
Figure 1.6. Diagram of the smog chamber at UCI. SOA is generated by a VOC precursor 

and reactive gases of interest. In aging experiments, SOA can be sent to the dual flow cell 

for direct photolysis. 
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1.3.2. Dual Flow Cell Photolysis  

A diagram of the dual flow tube apparatus for direct photolysis experiments is shown in 

Figure 1.7. SOA that was generated by chamber experiments is pulled via vacuum pressure 

difference to the dual flow tube setup for photolysis experiments. The SOA flow was next split 

between a photolysis flow tube and a control flow tube. The denuder train removed unreacted 

oxidants and the majority of volatile gas-phase species. The SOA was next simultaneously sent 

through a photolysis flow tube and a control flow tube. The photolysis flow tube was a 24 L 

quartz flow tube (7″ outer diameter) surrounded by 16 UV lamps (Phillips 20W Ultraviolet B TL 

20W/01 RS) in a vented protective enclosure. The residence time of the SOA in the photolysis 

flow tube was set by the sample flow rate of the instruments and the collection flow rate of 

impaction for filter sample collection. The control flow tube was a dark borosilicate flow tube 

covered with UV-protective aluminum foil. Both photolyzed and control samples may be 

analyzed in real-time with SMPS, and/or a ToF-AMS or may be collected on filters for offline 

analysis. 

 
Figure 1.7. Diagram of the dual flow cell. SOA generated from chamber experiments is sent 

either through a bypass or a denuder train and then photolyzed. 
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1.3.3. HRMS Analysis with LTQ-Orbitrap and 21T FTICR 

Mass spectral features with a minimum signal-to-noise ratio of 3 were extracted from 

averaged mass spectra of both solvent background and sample using Decon 2LS software 

developed at PNNL (http://omics.pnl.gov/software/decontools-decon2ls). Background and 

sample peaks were aligned by a mass accuracy of 0.001 m/z and 0.0005 m/z for Orbitrap and 

FTICR data, respectively. Sample peaks that were less than 3 times larger than the background 

were removed. Formula assignments with constraints of C = 1-40, H = 2-80, O = 0-35, N = 0-1, 

S = 0-1, H/C = 0.3-2.25, and O/C = 0-1.2 were performed using the Molecular Formula 

Calculator (https://nationalmaglab.org/user-facilities/icr/icr-software) for ions of the type [M - 

H]-. 
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Chapter 2: Particle and VOC Content of Electronic and Combustion 
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* Note that the statements made in sections 2.1-2.5 were based on available literature at the time 

of the publication submission (May 2015). Section 2.6 includes current literature available up 
to the submission date of this thesis (May 2016). 
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2.1. Abstract 

Tobacco-free electronic cigarettes (e-cigarettes), which are currently not regulated by the 

FDA, have become widespread as a “safe” form of smoking. One approach to evaluate the 

potential toxicity of e-cigarettes and other types of potentially “reduced-harm” cigarettes is to 

compare their emissions of volatile organic compounds (VOCs), including reactive organic 

electrophillic compounds such as acrolein, and particulate matter to those of conventional and 

reference cigarettes. Our newly designed fast-flow tube system enabled us to analyze VOC 

composition and particle number concentration in real-time by promptly diluting puffs of 

mainstream smoke obtained from different brands of combustion cigarettes and e-cigarettes. A 

proton transfer reaction time-of-flight mass spectrometer (PTR-ToF-MS) was used to analyze 

real-time cigarette VOC emissions with a 1 s time resolution. Particles were detected with a 

condensation particle counter (CPC). This technique offers real-time analysis of VOCs and 

particles in each puff without sample aging and does not require any sample pretreatment or 

extra handling. Several important determining factors in VOC and particle concentration were 

investigated: (1) puff frequency; (2) puff number; (3) tar content; (4) filter type. Results indicate 

that electronic cigarettes are not free from acrolein and acetaldehyde emissions and produce 

comparable particle number concentrations to those of combustion cigarettes, more specifically 

to the 1R5F reference cigarette. Unlike conventional cigarettes, which emit different amounts of 

particles and VOCs each puff, there was no significant puff dependence in the e-cigarette 

emissions. Charcoal filter cigarettes did not fully prevent the emission of acrolein and other 

VOCs. 
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2.2. Introduction 

Mainstream smoke of conventional cigarettes has been well studied1  and characterized 

over the past several decades. It is known to cause or contribute to the development of lung, 

liver, colorectal, prostate, and breast cancer, diseases of nearly all of the organs in the body, and 

other outcomes such as inflammation, impaired immune system, congenital malformations, and 

erectile dysfunction, etc.2 As for morbidity, more than 20 million premature deaths in the U.S. 

can be attributed to smoking over a time span of 50 years, 1964-2014.2 Since the first Surgeon 

General report in 1964, conventional cigarettes have been modified in several different ways to 

design potentially “reduced-harm cigarettes”, in efforts to lessen the harmful health effects.3 For 

example, the modifications have included the use of porous paper, processed cellulose-acetate 

filters, charcoal filters, and ventilation holes in filters.4 The most recent development in the 

search for a potentially reduced harm cigarette has been the electronic cigarette (e-cigarette). Its 

design differs greatly from any previous cigarette in that it does not contain tobacco; puffing on 

the device leads to volatilization of nicotine at elevated temperatures, but in the absence of any 

combustion. This mode of cigarette use is often referred to as “vaping” instead of “smoking”. In 

general, there are two types of e-cigarettes: type A that uses an atomizer and type B that uses a 

cartomizer.5 Type A consists of three parts: the refill liquid reservoir, an atomizer, and a battery. 

E-cigarettes of type B have a liquid cartridge with a heating element and a battery as second 

piece.6 The liquid cartridge consists of a mixture of water, propylene glycol and/or vegetable 

glycerin, and differing amounts of dissolved nicotine and flavoring additives. E-cigarettes are 

still a new emerging product and they have an impressively large variety of available flavored 

cartridges.7 A recent review by Chapman and Wu8 found that in 2011, adolescents aged 11-19 in 
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grades 6-12 attributed to up to 3.3% of e-cigarette ever-use (meaning tried at least once) in the 

U.S., and their number increased to 6.8% in 2012.   

In most studies, VOC measurements of mainstream smoke or vapor were limited to 

multi-step chemical analysis and low time resolution. High performance liquid chromatography 

(HPLC) and gas chromatography mass spectrometry (GCMS) analysis of VOC and tar 

composition commonly require sample pretreatment such as extraction and/or derivatization.5, 9-

15 A recent puff-by-puff cigarette study by Sampson et al.16 used solid-phase microextraction-

GCMS, which required less sample handling. Several other studies have analyzed cigarette 

smoke on a puff-per-puff basis using a variety of techniques such as two-dimensional 

characterization with fast GC combined with single-photon ionization mass spectrometry,17 GC 

ultraviolet-diode array detection,18 and thermal desorption multidimensional GC-MS.19 Cigarette 

VOCs have also been analyzed in high resolution real-time studies including vacuum ultraviolet 

single-photon ionization ToF-MS,20 ion-molecule reaction MS,21 and tunable diode laser 

absorption spectroscopy.22, 23 To the authors’ best of knowledge, there are currently no real-time 

VOC e-cigarette studies. 

 Mainstream smoke particles emitted by numerous types of cigarettes have been analyzed 

using various techniques such as a differential mobility analyzer and a centrifugal particle mass 

analyzer,24 an optical aerosol spectrometer,25 a differential mobility spectrometer,26, 27 and an 

electrical low-pressure impactor (ELPI).28 Although e-cigarette particles have been studied in the 

last several years, using methods such as spectral transmission and an electrical mobility 

analyzer,29 ELPI,30 a scanning mobility particle sizer (SMPS),31, 32 a fast mobility particle sizer 

(FMPS),11, 33, 34 and an aerosol spectrometer and ultrafine particle counter,5 online particle 

concentration data represent an interesting complement to VOC data. 
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Tobacco smoke has been found to contain ~4800 substances.35 As indicated above, these 

include highly electrophilic compounds such as acrolein. In contrast to other carcinogens 

(polyaromatic hydrocarbons, N-nitrosamines, and dioxins) reactive organic electrophilic 

compounds detected in cigarette smoke (CS) do not require metabolic activation, but can react 

readily with proteins or bind covalently to nucleic acids.36, 37 Moreover, mainstream cigarette 

smoke contains high concentrations of small particles. These particles are efficiently deposited in 

the smallest airways of the lung and the condensed organic material (such as nicotine) can 

diffuse deep into the respiratory tract.38 While e-cigarettes have not been fully studied, their 

vapor has also been found to contain several reactive carbonyls such as formaldehyde, 

acetaldehyde, and acrolein, and to also contain acetone.39 There are still many important 

questions left unanswered about the impact of e-cigarettes: (1) What are the potential risks? (2) 

Are there potentially harmful chemicals emitted? (3) Are there benefits associated with use?1, 39 

This thesis investigated question (2), more broadly, with a comparative study of the VOCs and 

particles in electronic, potentially reduced-harm, conventional, and Kentucky reference 

(University of Kentucky, Lexington, KY) cigarette smoke using a real-time fast flow tube setup. 

Kentucky reference cigarettes are made to be sufficiently homogeneous and to have well 

established measurement values such that they can be used for calibration as internal lab controls 

and can be easily compared between laboratories.40 To answer this question, we carried out 

chamber experiments to find the optimal dilution of cigarette smoke, and did measurements on a 

number of different cigarette types.   
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2.3. Experimental 

2.3.1.  Mini-Chamber Experiments 

Although this study focused on real-time analysis of cigarette and e-cigarette emissions 

using a fast-flow tube, initial measurements were conducted in inflatable Teflon™ FEP coated 

bags, made in house, in order to optimize the experimental conditions. A large dilution (~103) of 

the initial cigarette mainstream smoke was necessary to analyze the VOC and particle content 

with an Ionicon Analytik Proton Transfer Reaction Time-of-Flight Mass Spectrometer (PTR-

ToF-MS) and a Scanning Mobility Particle Sizer (SMPS, TSI 3080 Electrostatic Classifier and 

TSI 3775 Condensation Particle Counter, CPC). The PTR-ToF-MS settings for the drift voltage, 

temperature, and pressure were 600 V, 60 °C, and 2.26 mbar, respectively; the time resolution 

was 18 s. Two reference cigarettes, 1R5F and 3R4F, and one e-cigarette, e-cigarette-1, (18 mg 

nicotine/cartridge, propylene glycol, 3.6 V) were analyzed. Reference cigarettes 1R5F and 3R4F 

have filter ventilations of 70% and 29%.16 To the author’s best of knowledge, filter ventilation 

data were not available for the conventional name brand cigarettes. Before use, each 

conventional cigarette was conditioned to a relative humidity of 60 ± 3% with exposure to 

headspace air above a ~75 wt% aqueous glycerol solution for 48 hrs in a closed container. A puff 

pump (Brailsford & Co. Inc. TD-2NA(7)), operated at a flow of 1.10 L/min,  was connected to a 

solenoid air control valve (Ingersoll Rand,  P251SS-012-D) that was timed by a control board 

(Teague Enterprises, TE-2) to provide a 2 s puff for a total mainstream smoke puff volume of 

~37 ml at a frequency of 4 puffs/min. The 5th puff was sent into a Teflon™ bag prefilled with 

150 L of zero air supplied with an FTIR purge gas generator (Parker model 75-62). The bag 

content was allowed to mix for 15 min before analysis. An additional experiment of a collection 

of 4 successive puffs under the conditions previously described looked at the particle behavior 
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over time. A single experiment took more than an hour due to bag cleaning via flushing with 

zero air several times and preparation between samples.   

2.3.2. Fast-Flow Tube 

To allow many cigarette samples to be analyzed in triplicate with minimal cleaning 

demands, we designed a stainless steel flow tube as shown in Figure 2.1. This flow tube was 

capable of a fast dilution of the cigarette smoke to levels that the PTR-ToF-MS and CPC 

instruments can comfortably measure. In short, a puff of mainstream smoke entered the flow 

tube and was diluted by (1) an addition of zero air flow (labeled F1 in Fig. 2.1), (2) a passage of a 

small fraction of the flow through an orifice, and (3) a second addition of zero air flow (labeled 

F2 in Fig. 2.1). The diluted mainstream smoke was sampled at the end of the flow tube with the 

PTR-ToF-MS and CPC instruments; any excess smoke was vented to a hood. The conventional 

cigarettes were conditioned before the measurements as described in the previous section. The 

PTR-ToF-MS settings differed from the previous by a higher time resolution (1 s) that allowed 

nearly real-time measurements for a range of puff frequencies. The flow tube was typically 

operated under standard temperature and pressure conditions with Reynolds numbers ranging 

from ∼200 to ∼500 suggesting a laminar flow regime inside the flow tube.   

Equations 2.1-2.6 were used for the calculations that described the concentrations of injected 

VOCs and particles in different sections of the flow tube setup. Note that these equations served 

as a guideline to the data analysis; the actual measurements relied on explicit calibration 

measurements described in the text. The parameters used in these equations include: Rm = mass 

delivery rate of injection of a specific chemical standard (by a cigarette or a calibration syringe 

pump); CXA = concentration of chemical at stage “A”; FA  and FB = flow of chemical at stage “A” 
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or “B”; fA, fB, and fC = fraction of flow of chemical in stage “A”, “B”, or “C”; and DF = dilution 

factor between stage “B” and stage “C”.  

 
Figure 2.1. Diagram of the fast-flow tube setup, where FA was the flow rate of either zero air or 

a puff of smoke delivered at 1.30 L/min; fA,  fB, and  fC  were the volume fractions of a VOC in 

each region; Rm was the rate (µg/s) of a VOC entering the flow tube; Cx was the initial 

concentration (molecules/cm3) of a VOC in the flow tube; F1 = F2 were dilution flows of zero air 

(e-cigarette: 5 L/min, cigarette: 10 L/min); and ΔP (e-cigarette: 52 torr, cigarette: 2.8 torr) was 

the pressure difference between sections B and C separated by a 1.25 mm orifice; the pressure 

difference was precisely set with a valve in section B. 

 ܴ௠ ቀݏ݃ߤ ቁ = ܴ௩ ൬ܮߤℎݎ൰ ∙ 10ିଷܿ݉ଷܮߤ ∙ 1ℎݏ3600ݎ ∙ ߩ ቀ ݃ܿ݉ଷቁ ∙ 10଺݃݃ߤ .ܙ۳)                                               ૛. ૚) 

ܴே ൬݉ݏ݈ܿ݁݋ ൰ = ܴ௠ ቀ݃ݏቁ ∙ ஺ܹܰܯ ቀ .ܙቁ                                                                                       (۳݈݋݉݃ ૛. ૛) 

௑஺ܥ ൬݈݉݉ܿܿ݁݋ଷ ൰ = ܴே ቀ݉ݏ݈ܿ݁݋ ቁܨ஺ ൬ܿ݉ଷݏ ൰  , .ܙ۳)                                    ܾ݁ݑݐݓ݋݈݂ ݁݀݅ݏ݊݅ ܲܶܵ ݃݊݅݉ݑݏݏܽ ૛. ૜) 

஺݂ = ௑஺ܥ ቀ݈݉݉ܿܿ݁݋ଷ ቁܥ଴ ቀ݈݉݉ܿܿ݁݋ଷ ቁ  , .ܙ۳)                                                       ܾ݁ݑݐݓ݋݈݂ ݁݀݅ݏ݊݅ ܲܶܵ ݃݊݅݉ݑݏݏܽ ૛. ૝) 

A B C
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஻݂ = ஺݂ ∙ ஺ܨ ൬ܿ݉ଷݏ ൰ܨ஺ ൬ܿ݉ଷݏ ൰ + ଵܨ ൬ܿ݉ଷݏ ൰ , .ܙ۳)                               ܾ݁ݑݐݓ݋݈݂ ݁݀݅ݏ݊݅ ܲܶܵ ݃݊݅݉ݑݏݏܽ ૛. ૞) 
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2.3.3. Sampling 

Various cigarette types listed in Table 2.1 were chosen to study the tar and filter type 

dependence of the VOC and particle emissions. Experiments for each cigarette were done in 

triplicate at each puff frequency of 1, 2, 3, or 4 puffs/min. The unfiltered-6 cigarette typically 

extinguished at 1 puff/min and we only provide data for this cigarette at frequencies of 2, 3, and 

4 puffs/min. The puff pump operated at a flow of 1.30 L/min with a 2s puff duration to provide 

for a total mainstream smoke puff volume of ~43 ml. The flow was set at this level in order to 

overcome any back pressure from the dilution flow. Although this study was not intended to 

mimic human smoking behavior, the smoking conditions used in these experiments can be 

considered to be similar to that of a more intense tobacco cigarette smoker and/or a hybrid e-

cigarette smoker with a flow rate used by slow average e-cigarette users, but with half the 

volume being vaped.41 Larger flows may be required for e-cigarette puffing than conventional 

cigarettes and is variable between brands.42, 43 The conventional cigarettes and e-cigarette, e-

cigarette-2 (16 mg nicotine/cartridge, propylene glycol, 3.7 V), had different dilution flows of 

zero air (F1=F2) and pressure drops (ΔP) in the flow tube to make the measured signal consistent 

with dynamic ranges of the PTR-ToF-MS and CPC instruments. The conventional cigarettes and 

e-cigarette were diluted by a factor of (~103) and (~102), respectively, with the exact dilution 

factor determined from a calibration. The conventional cigarettes (F1=10 L/min, ΔP=2.8 torr)  
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Table 2.1. Tar and nicotine content of e-cigarettes and conventional cigarettes. Cigarettes were 

numbered to differentiate between brands. E-cigarette-1 contained propylene glycol with a 

voltage of 3.6 V and e-cigarette-2 contained vegetable glycerin with a voltage of 3.7 V. 

Charcoal-3 and charcoal-4 cigarettes have a charcoal mass loadingε of 37 mg and 50 mg. All 

cigarettes were contained in hard pack boxes except for the unfiltered-6 cigarette. 

Cigarette Type Tar (mg/cig) Nicotine (mg/cig) Length (mm)  Circumference (mm)  

e-cigarette-1 0 0.58 115ε  29ε  

e-cigarette-2 0 0.54 87ε  27ε  

1R5F*α 1.67 0.16 84 25 

3R4F*α 9.40 0.73 84 25 

charcoal-3*γ 8.00 0.70 84 25 

charcoal-4*β 10.0 0.90 84 25 

menthol light-5*β 6.00 0.50 84 25 

light-6*δ 10.0 0.80 84 25 

original-5*β 12.0 0.80 84 25 

original-6*δ 16.0 1.20 84 25 

unfiltered-6δ 25.0 1.70 84 25 

*Denotes the presence of a cellulose acetate filter. 
α Obtained from the University of Kentucky (2015); tar and nicotine content was measured by FTC  method. 
β Tar and nicotine content obtained from advertisements. 
γ International Organization for Standards (ISO) tar and nicotine yields from the Government of the Hong Kong 
Special Administrative Region (2014). 

δ Federal Trade Commission (FTC) yields from the Federal Trade Commission (1998). 
ε Measured in this study. 
 

were calculated to be diluted 24 times more than the e-cigarette (F1=5 L/min and ΔP=52 torr) by 

comparing the PTR-ToF-MS signals between the two flow settings (with the linearity of PTR-

ToF-MS verified in a separate experiment). A conventional cigarette was lit upon the first puff 

whereas the e-cigarette would generate smoke only during the puffing mechanism. The battery of 

the e-cigarette was fully charged before each puff frequency experiment. A new cartridge was 

used for each different set (1, 2, 3, or 4 puffs/min) of puff frequency experiments. A separate 

experiment that looked at the puff number dependence of VOC and particle emissions in an e-

cigarette was performed. The battery was recharged 4 times throughout the experiment. The 
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variation in the VOC and particle emissions in the e-cigarette from sampling at different puff 

numbers of the cartridge lifetime were included in the values’ uncertainties as the triplicate 

experiments were performed in both increasing and decreasing order of puff frequency.   

In a separate set of experiments, particles of e-cigarette-2 were gravimetrically analyzed 

by collection on clean foil substrates using a multi-orifice uniform-deposit impactor (MOUDI, 

MSP model 110-R) sampling at 30 SLM under two different dilution settings: (1) dilution by a 

factor of 13 with all the smoke being sent in the MOUDI; (2) dilution by a factor of 190 similar 

to the fast flow tube, but with a fraction of the smoke being sent in the MOUDI. 

2.3.4. Emissions 

The PTR-ToF-MS data were analyzed for the largest changes in the m/z peak intensities 

that represented a protonated parent species, [M+H]+, between a puff of mainstream smoke and 

background. From there, select m/z peaks that were considered reasonably free from any 

influence of possible fragmentation of larger VOCs44 were chosen for calibration experiments. In 

order to calibrate the PTR-ToF-MS, a syringe pump was loaded with a 50 µL syringe filled with 

acetaldehyde (> 95 %), acetone, acetonitrile, acrolein (> 95 %), or methanol and delivered at 

varying rates on a µL/hr scale. All chemicals were purchased from Sigma-Aldrich. Calibration 

plots were created for PTR-ToF-MS parent m/z signals as a function of the mass delivery rate 

(see Equations 2.1-2.6), Rm(µg/s), for methanol (m/z 33), acetonitrile (m/z 42), acetaldehyde (m/z 

45), acrolein (m/z 57), and acetone (m/z 59). As the PTR-ToF-MS cannot distinguish structural 

isomers, the m/z 59 peak represents the combined acetone and propanal signal, where the former 

has the larger contribution in conventional cigarettes.45-47 An example of mass spectra near m/z 

45 and m/z and 57 is shown in Figure 2.2. The PTR-ToF-MS signal for the protonated carbon 

dioxide peak ([CO2 + H]+, m/z 44.998) was not detected in this study, as its proton affinity is too 
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low relative to that of water and major VOCs of the cigarette smoke. However, if this peak was 

present, it would still be well separated from the acetaldehyde peak (m/z 45.034). Similarly, the 

acrolein peak (m/z 57.034) was well separated from that of the butenes peak (m/z 57.070). The 

flow that passed through the orifice (labeled FB in the equations in Equation 2.6) was unknown 

and following the equations that describe the flow tube the dilution factor, DF, was necessary to 

determine the particle concentration before dilution. A separate acetone calibration was 

performed in a Teflon™ bag which involved flowing zero air past an injection port where 

acetone was added. This calibration was applied to an acetone syringe pump experiment to get 

the diluted fraction of acetone at the end of the flow tube, fc, to calculate DF, in equation 2.6, 

where the initial fraction, fA, of acetone was calculated using equations 2.1-2.4.  

  

 
Figure 2.2.  PTR-ToF-MS mass spectra of well resolved [M+H]+ peaks for the fifth puff of a 

3R4F cigarette: a) CO2 (m/z 44.998) was not detected, but acetaldehyde (m/z 45.034) was clearly 

observed; b) both the acrolein (m/z 57.034) and butenes (m/z 57.070) are well resolved. 

 

The e-cigarette data were compared to the conventional cigarette data by taking into 

account the difference in dilutions in order to express all measurements in easily interpretable 

units of “overall amount emitted per puff”. The PTR-ToF-MS raw data were converted to a mass 

delivery rate, summed over the 2 s puff, and dilution-corrected to give the amount (µg) of each 
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VOC of interest per puff. The CPC data were dilution-corrected to give particle concentration, 

#/cm3 in the puff and that was further multiplied by the puff volume to give the total amount of 

particles per puff. The lifetime of the conventional cigarettes was assumed to be 9 puffs in order 

to compare total VOC and particle emissions between each type of cigarette. We wrote a 

MATLAB code that would take in extracted PTR-ToF-MS VOC signal files and calculate areas 

of individual puffs for each sample.  

2.4. Results and Discussion 

2.4.1. Chamber Experiments 

A representative plot of the particle size distributions of the diluted 5th puff of cigarettes 

e-cigarette-1, 1R5F, and 3R4F is shown in Figure 2.3. The dilution corrected particle number 

concentrations (also normalized by the total particle number concentrations measured through 

the CPC) in the puffs for the e-cigarette-1, 1R5F, and 3R4F samples were 4.0·109, 4.8·109, and 

5.7·109 #/cm3, respectively. Conventional cigarettes have particle diameters ranging from 140-

340 nm and number concentrations on the order of 109 #/cm3.24, 26-28, 48 E-cigarette particle 

number concentrations have been found to be of the same order of magnitude.5, 29, 33, 34 The small 

particle diameter, 30 nm, of e-cigarette-1 was most likely due to the high dilution of the smoke 

where most of the water and volatile components have evaporated before sampling.5, 11 

Ingebrethsen et al.29 found particle diameters with an electrical mobility analyzer of 2 s puffs of 

two cartomizer electronic cigarettes to be of diameters 14 nm and 21 nm, but the same samples 

characterized with a spectral extinction approach were found to have diameters of 300 nm and 

240 nm, respectively. Therefore, it was reasonable to expect that the e-cigarette particle  
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Figure 2.3. Particle size distribution observed after injecting a single puff (from E-cigarette-1, 

1R5F, or a 3R4F cigarette) in a Teflon™ chamber filled with zero air. This data set was 

normalized to the total particle number concentrations data measured directly with the CPC and 

was then multiplied by the dilution factor. 

diameters should have significantly decreased upon dilution. The  e-cigarette-1 particles of this 

study that were diluted by a factor of 103 and measured with the SMPS instrument had similar 

particle size diameters as the e-cigarette particles in the study by Ingebrethsen et al.29 that relied 

on an electrical mobility analyzer and also diluted the puffs by a factor of 103.     

A bimodal distribution of e-cigarette particles from a single 4.3 s puff centered around 50 

nm and 250 nm (estimated from their Figure 2.4B) was observed by Williams et al.31 using an 

SMPS. Schripp et al.11 also saw a bimodal distribution at particle diameters of 30 nm and 100 nm 

for a 3 s puff of a tank system e-cigarette. Much larger particle diameters, 600 nm from a 

cartridge without nicotine and 650 nm from a cartridge with nicotine, were found by Bertholon et  

al.30 using an ELPI that analyzed ten 2 s successive puffs of a cartomizer e-cigarette. A study by 

Zhang et al.32 on a cartomizer e-cigarette found that for a single puff the particle diameters were 

117 nm and 180 nm for cartridges with propylene glycol and vegetable glycerin. When the e-
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cigarette was sampled at a steady state such that the concentrated aerosol aged via condensation 

of vapors and coagulation, the particle size distribution was found to be bimodal; a small peak 

with a diameter near that of a single puff, and a larger peak more than twice the diameter of the 

smaller one was observed. This steady state aging may also explain the larger diameter particles 

observed by Bertholon et al.30 since 10 puffs were combined. Fuoco et al.33 found that the 

aerosol from a 2 s puff of a tank system e-cigarette with varying nicotine and flavoring content 

had particle diameter of 120-165 nm; a smaller mode of 10 nm was only seen with an FMPS and 

was considered to be an artifact. Particle diameters of 107-165 nm for a variety of e-cigarette 

cartridges of differing nicotine levels and flavorings was found by Manigrasso et al.34 The 

absence of a larger mean particle diameter in the present e-cigarette-1 measurements may either 

be from evaporation or wall loss as the aerosol aged with time for 15 min before analysis.  Geiss 

et al.5 found that particles larger than 300 nm would immediately drop in number concentration 

after puffing, owing to their higher vapor pressure. The particle size distribution and 

concentration for the combined 4 puff experiment is shown in Figure 2.4. The particle diameter 

was twice as large as the single puff diameter as the smoke reached a steady state, a behavior 

similar as that seen by Zhang et al.,32 although the particles were not as large and were not 

bimodal. 

The acrolein data from the PTR-ToF-MS chamber experiments are listed in Table 2.2. 

Thweatt et al.23 analyzed 1R5F cigarettes and found that the 5th puff contained 1.90 µg of 

acrolein (estimated from their Figure 2.6) and that of the 1R5F cigarette was 15 µg (also 

observed by Uchiyama et al.46) where the lifetime of the cigarette was 9 puffs (this was used to 

scale the 5th puff data in this study to per cigarette quantities). The values in our chamber study 

agree within uncertainty with previous literature values. Both studies by Roemer et al.12 and 
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Figure 2.4. Particle size distribution (a), particle concentration, and particle diameter (b), of e-

cigarette-1 observed after injecting 4 successive puffs in a Teflon™ chamber filled with zero air. 

The data were corrected for dilution to reflect the concentrations in the puff volume. 

 

Table 2.2.  Emitted masses of acrolein measured in mini-chamber experiments. 

Cigarette Type Acrolein (µg/5th puff) *acrolein (µg/cigarette) 

1R5F 2.43 ±  0.56 21.9 ± 5.0 
3R4F 2.99 ± 1.13 26.9 ± 10.2 

e-cigarette-1 0.290 ± 0.018 2.61 ± 0.16 
                      *values based on assuming a cigarette lifetime of 9 puffs 

 

Uchiyama et al.46 found acrolein values for a 3R4F puff to be 56 µg/cigarette, whereas the 

acrolein content found in the chamber study was about half that amount (27 µg/cigarette), but the 

flow tube experiment result was similar (66 µg/cigarette). Although acrolein was not detected in 

e-cigarettes by Kosmider et al.,49 it was mentioned that it may be a lower bound due to 

experimental limitations. Both Goniewicz et al.50 (upper limit value scaled down from the 

amount/150 puffs) and Tayyarah and Long51 found ~0.2 µg/puff of acrolein in e-cigarettes 

studied similar to that observed in our chamber study, but Geiss et al.5 found smaller amounts 

ranging from 0.5-13.5 ng/puff.   
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2.4. 2. Real-Time Fast-Flow Tube Data 

An example PTR-ToF-MS acrolein time profile for 1R5F puffing at 1 puff/min frequency 

is shown in Figure 2.5 and a corresponding time profile of particle concentration is shown in 

Figure 2.6. Frequencies other than 1 puff/min for e-cigarette-2 did not allow enough time for the 

PTR-ToF-MS signals to reach baseline before the next puff; an example of this convolution of 

peaks for acrolein is seen in Figure 2.7 (the particle time profile did not exhibit this problem as 

can be seen in Figure 2.8). The amount of VOC and particle concentration increases with puff 

number for conventional cigarettes tested here, but not for the e-cigarette, e-cigarette-2, which 

had no puff number dependence. Kane et al.28 also observed an increase in particle concentration 

with puff number in several Kentucky reference cigarettes. A time profile of acrolein and particle 

concentration for all samples is seen in Figure 2.9. There was no quantifiable difference in the 

total amount of VOCs in the cigarettes for different puff frequencies as can be seen in Figure 

2.10. The main contributing factor to the uncertainties in this study was from the variability 

between cigarettes of the same brand and type. The particle counts of the cigarettes have no 

significant puff frequency dependence, except for menthol light-5 and original-5 where the 1 

puff/min frequency had somewhat larger particle emissions than the other frequencies as seen in 

Figure 2.11.  
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Figure 2.5. PTR-ToF-MS time profile of 1R5F at a frequency of 1 puff/min for fast flow tube 

experiments. The contributions from the individual puffs are clearly resolved with the present 

time resolution. The first spike near t = 0 corresponds to the 1st puff and there are 9 puffs total. 

 

 
Figure 2.6. CPC time profile of 1R5F at a frequency of 1 puff/min for fast flow tube 

experiments. The first spike near t = 0 corresponds to the 1st puff and there are 9 puffs total. 
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Figure 2.7. PTR-ToF-MS time profile of e-cigarette-2 at a frequency of 4 puff/min for fast flow 

tube experiments. As this figure shows, the contributions from different puffs would overlap at 

higher puff frequencies complicating the quantitative analysis of the PTR-ToF-MS data. 

Therefore, most PTR-ToF-MS measurements reported in this thesis were done at 1 puff/min 

puffing rate. 

 
Figure 2.8. CPC time profile of e-cigarette-2 at a frequency of 4 puff/min for fast flow tube 

experiments. The first spike near t=0 corresponds to the 1st puff and there are 9 puffs total. 

Unlike the convoluted PTR-ToF-MS signal shown in Figure 2.7, the CPC signal for each puff 

was clearly resolved even at the highest puff frequency probed here (4 puff/min).  
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Figure 2.9. Amount of acrolein (a) and particles (b) per puff for a puff frequency of 1 puff/min 

measured in fast flow tube experiments. 

 

 
Figure 2.10.  Puff frequency dependence of selected VOCs emitted by 1R5F in fast flow tube 

experiments. There is no quantifiable difference in the VOCs in the cigarettes for different puff 

frequencies. 
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Figure 2.11. Puff frequency dependence of the number of particles emitted in fast flow tube 

experiments. The particle concentration similarly has no puff frequency dependence except for 

menthol light-5 and original-5 where the 1 puff/min frequency had somewhat larger particle 

emissions than the other frequencies. 

 

Acetaldehyde, acetone, and acrolein can form from thermal decomposition of sugars, 

cellulose, pectin, triglycerides, and glycerol.1, 52 Acetonitrile may be formed by nitrogen sources 

that form ammonia as an intermediate, such as tobacco pigments and proteins. Tobacco leaves 

can produce methanol from cell signaling, but it can also be formed from other pyrolysis 

processes of pectin during smoking. The amounts of acetaldehyde, acetone, acetonitrile, acrolein, 

and methanol for samples are shown in Figure 2.12 (values listed in Table 2.3) for the puff 

frequency of 1 puff/min. Similar data for puff frequencies of 2, 3, and 4 puffs/min are seen in 

Figures 2.13-2.15 and Tables 2.4-2.6. Of the selected VOCs in the cigarettes, acetaldehyde and  
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Figure 2.12.  Amount of selected VOCs in an e-cigarette and conventional cigarettes for a puff 

frequency of 1 puff/min in fast flow tube experiments. The values were based on assuming a 

cigarette lifetime of 9 puffs. 

 

Table 2.3. Amount (µg in 9 puffs) of selected VOCs emitted by an e-cigarette and conventional 

cigarettes for a puff frequency of 1 puff/min in fast flow tube experiments. Numbers in 

parentheses represent standard deviations for n=3 samples. 

Cigarette Type Acetaldehyde Acetone Acetonitrile Acrolein Methanol 

e-cigarette-2 95.9 (28.3) 22.0 (5.0) 8.85 (2.14)·10-2 32.0 (9.9) 0.292 (0.025) 

1R5F 269 (55) 151 (32) 25.7 (10.1) 40.9 (7.8) 5.80 (2.84) 

3R4F 409 (48) 227 (23) 54.6 (5.5) 66.4 (9.4) 31.7 (3.3) 

charcoal-3 413 (69) 227 (32) 76.2 (13.4) 72.3 (12.5) 48.9 (10.0) 

charcoal-4 286 (72) 150 (32) 37.2 (9.3) 42.3 (10.8) 18.4 (4.7) 

menthol light-5 578 (130) 322 (74) 90.0 (30.6) 78.9 (16.4) 39.6 (17.7) 

light-6 370 (163) 198 (76) 54.5 (24.0) 63.4 (27.6) 32.8 (18.1) 

original-5 426 (103) 250 (61) 78.3 (23.5) 63.6 (15.2) 48.5 (20.2) 

original-6 304 (56) 171 (28) 51.6 (5.9) 48.8 (7.6) 29.6 (6.2) 

 

 



51 
 

 
Figure 2.13. Amount of selected VOCs in conventional cigarettes for a puff frequency of 2 

puffs/min in fast flow tube experiments. 

 

Table 2.4. Amount (µg in 9 puffs) of selected VOCs emitted by conventional cigarettes for n=3 

samples and (standard deviation) for a puff frequency of 2 puffs/min in fast flow tube 

experiments. 

Cigarette Type Acetaldehyde Acetone Acetonitrile Acrolein Methanol 

1R5F 206 (40) 114 (21) 16.1 (3.7) 30.2 (5.8) 2.96 (0.69) 

3R4F 336 (52) 185 (25) 38.3 (4.2) 53.2 (9.7) 19.5 (2.0) 

charcoal-3 292 (68) 154 (32) 38.4 (12.3) 43.1 (12.9) 15.4 (4.5) 

charcoal-4 439 (113) 219 (55) 76.8 (21.8) 73.4 (20.0) 45.9 (16.3) 

menthol light-5 492 (72) 271 (29) 63.3 (8.3) 66.4 (10.2) 24.6 (3.0) 

light-6 256 (73) 135 (35) 27.2 (5.8) 43.9 (12.3) 13.4 (2.2) 

original-5 364 (49) 207 (26) 56.1 (5.1) 57.4 (8.6) 30.8 (7.3) 

original-6 315 (86) 174 (41) 40.9 (9.8) 50.1 (12.6) 22.8 (6.6) 

unfiltered-6 302 (94) 175 (46) 56.0 (15.6) 53.4 (13.9) 26.2 (10.8) 
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Figure 2.14. Amount of selected VOCs in conventional cigarettes for a puff frequency of 3 

puffs/min in fast flow tube experiments. 

 

Table 2.5.  Amount (µg in 9 puffs) of selected VOCs emitted by conventional cigarettes for n=3 

samples and (standard deviation) for a puff frequency of 3 puffs/min in fast flow tube 

experiments. 

Cigarette Type Acetaldehyde Acetone Acetonitrile Acrolein Methanol 

1R5F 249 (48) 135 (23) 21.2 (4.7) 34.3 (7.2) 4.76 (1.37) 

3R4F 341 (81) 184 (38) 38.6 (6.2) 50.0 (11.3) 20.6 (3.3) 

charcoal-3 214 (89) 109 (47) 24.5 (13.5) 30.6 (14.0) 10.7 (5.9) 

charcoal-4 392 (66) 197 (24) 62.4 (7.7) 60.9 (5.9) 40.0 (5.9) 

menthol light-5 395 (97) 218 (46) 48.3 (17.2) 53.7 (12.2) 17.0 (6.9) 

light-6 259 (112) 147 (56) 32.5 (14.8) 43.6 (19.3) 16.8 (6.8) 

original-5 363 (77) 206 (39) 55.8 (12.6) 54.0 (12.0) 29.4 (8.5) 

original-6 245 (136) 133 (70) 29.8 (23.4) 39.6 (19.8) 16.1 (15.2) 

unfiltered-6 293 (36) 158 (18) 47.3 (4.8) 50.4 (8.7) 22.5 (2.2) 
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Figure 2.15. Amount of selected VOCs in conventional cigarettes for a puff frequency of 4 

puffs/min in fast flow tube experiments. 

 

Table 2.6.  Amount (µg in 9 puffs) of selected VOCs emitted by conventional cigarettes for n=3 

samples and (standard deviation) for a puff frequency of 4 puffs/min in fast flow tube 

experiments. 

Cigarette Type Acetaldehyde Acetone Acetonitrile Acrolein Methanol 

1R5F 208.7 (27.4) 115 (15) 16.3 (0.8) 26.7 (4.1) 3.40 (0.27) 

3R4F 315 (47) 173 (21) 35.1 (2.9) 45.6 (8.6) 19.0 (2.0) 

charcoal-3 239 (37) 122 (18) 26.7 (4.2) 32.8 (6.5) 12.2 (2.7) 

charcoal-4 411 (58) 196 (29) 62.9 (9.3) 61.4 (10.2) 41.3 (7.5) 

menthol light-5 324 (160) 187 (90) 37.6 (24.2) 43.3 (20.7) 15.9 (12.0) 

light-6 304 (179) 162 (96) 38.8 (29.6) 52.9 (32.4) 21.8 (18.8) 

original-5 351 (65) 200 (32) 51.9 (6.7) 50.8 (10.4) 30.4 (3.0) 

original-6 262 (90) 142.9 (48.7) 33.0 (16.6) 42.2 (13.3) 17.2 (10.0) 

unfiltered-6 288 (101) 156 (50) 44.8 (16.5) 50.1 (19.6) 24.4 (10.2) 
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acetone were the most abundant. The reference cigarettes had ~3 times more acrolein in the flow 

tube experiments than in the chamber experiments and they agreed with previous literature12, 13, 

23, 46 for acetaldehyde, but the 1R5F values for acetone and acrolein were higher, whereas the 

corresponding 3R4F values were similar. E-cigarette-2 in the flow tube experiments had ~10 

times more acrolein than e-cigarette-1 measured in the chamber experiments. E-cigarette-1 and 

e-cigarette-2 and their cartridges were from different brands which might have contributed to this 

difference. Another possible contributor to this difference may include acrolein loss to the 

Teflon™ walls in the chamber experiments as carbonyl groups and double bonds increase a 

compound’s affinity to Teflon™ walls.53  

Previous studies have found that almost all constituents in cigarette smoke have a 

positive correlation to tar content.54 In this study e-cigarette-2, 1R5F, 3R4F, and original-5 

follow the trend of increasing VOC emissions with increasing tar content. The charcoal 

cigarettes do not align with this trend, as the addition of a charcoal filter can decrease the amount 

of VOCs in smoke.55 The charcoal-3 cigarette appeared to filter VOCs more efficiently than 

charcoal-4, which had 30% less charcoal loading. This can be seen by comparing VOC 

emissions of charcoal-3 and the 1R5F cigarette which has less than 25% the tar content of 

charcoal-3; VOC emissions were similar even though the tar content was different. The 

acetonitrile values also agreed with literature.56, 57 There was no significant difference in the 

VOC emissions of charcoal-4 and the 3R4F cigarette which had similar tar content. The VOC 

content for brand 5 (menthol light-5 and original-5) and brand 6 (light-6 and original-6) 

cigarettes were more variable, but on average showed the opposite trend in that the lowest tar 

containing cigarette, menthol light-5, had the largest VOC emissions. Greg et al.54 observed that 

filter ventilation had a greater correlation to tar content than filter type. The cigarettes that 
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deviated from the positive tar/VOC correlation other than the previously explained charcoal 

cigarettes were those that all had cellulose acetate filters. The variability in the VOC correlation 

to tar content was most likely due to filter ventilation which can have a larger degree in the 

reduction of VOCs than particles,58 although we point out again that filter ventilation data was 

not available for the conventional cigarettes in this study, to the best of the authors’ knowledge.   

Although it was not possible to run particle size distributions and mass concentration 

measurements of cigarette smoke with the SMPS under experimental conditions of the flow tube, 

particle number concentrations were analyzed. For the 1 puff/min data, e-cigarette-2 was more 

similar to particle counts than VOC emissions of conventional cigarettes, especially the 1R5F 

cigarette. After these, in increasing order of particle count, were 3R4F, light-6, charcoal-3, 

original-6, charcoal-4, menthol light-5, and then original-5 cigarettes. The relative ratios of 

VOCs between cigarettes that changed for particle counts between cigarettes include e-cigarette-

2, charcoal-3, charcoal-4, original-5, light-6 which have all appeared to increase except for that 

of the latter which decreased relative to the other cigarettes. One cannot expect the relative ratios 

of charcoal cigarette VOCs to other cigarettes to be the same for particle counts, as charcoal 

filters mainly reduce VOC levels. It was surprising to see that the largest tar containing 

cigarettes, unfiltered-6 and original-6, did not have the largest particle counts. One cannot further 

evaluate particle count results with the tar content in mind without further mass information of 

particles of cigarettes in this study.   

In conventional cigarettes, the pyrolytic generation of acrolein from glycerol would 

contribute 30% more by weight than just bulk tobacco which contributes 5% to the total 

acrolein.1 Although e-cigarettes don’t involve combustion, cartridge solutions containing mainly 

vegetable glycerin or propylene glycol may be oxidized electrochemically. Ohta et al.14 found 
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that carbonyls increased at a battery output over 3V and Kosmider et al.49 saw an increase in 

carbonyls as the voltage increased from 3.2-4.8 V. These products of vegetable glycerin are seen 

from e-cigarette-2 in Figure 2.12. 

The particle count observed at 1 puff/min rate is seen in Figure 2.16. The particle 

emissions were on the same order of magnitude for all samples, with the least particle emitting 

samples being 1R5F and e-cigarette-2. We note that CPC data just provided total particle counts 

with no size information. To understand the extent of particle evaporation and resulting size 

perturbations of e-cigarette-2 under settings close to those of the fast flow tube, gravimetric 

analysis via MOUDI impaction at two different dilutions were compared (see Figure 2.17). The 

least diluted and aged e-cigarette-2 particles were centered at about ~350 nm, but when diluted to 

the same extent as the fast flow tube experiments, the center diameter shifted to ~150 nm. 

Although the particle sizes decreased, they were still larger than those observed in the chamber 

experiments (Figures 2.3-2.4). This particle shrinkage may be due to evaporation of water and 

other volatile components with dilution of the e-cigarette emission, as mentioned previously. To 

reflect this particle evaporation and size change of e-cigarette-2 particles upon dilution, the VOC 

content measured in this study should be taken as the total amount of VOC for this specific 

dilution.   

2.4.3. E-cigarette Emissions in Continuous Mode 

An e-cigarette was operated until the entire cartridge was consumed, with VOC and 

particle concentration being recorded as a function of puff number. The measurement taken 

during consumption (about 250 puffs) of a single e-cigarette-2 cartridge showed that volatiles 

were not emitted with a consistent delivery rate as seen in Figure 2.18. The battery depleted 

faster than the cartridge was consumed, and had to be recharged several times during the 

experiment (at points indicated by lines in Figure 2.18). The VOC emissions seemed to 
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Figure 2.16. The total number of particles emitted per puff by e-cigarettes and conventional 

cigarettes for 1 puff/min frequency. The values were based on assuming a cigarette lifetime of 9 

puffs. 

 

 
Figure 2.17. Gravimetrically determined particle size distributions of e-cigarette-2 at two 

different dilutions: 1) dilution by 13 and 2) dilution by 190. The latter was close to the dilution 

used in the fast flow tube experiments. 
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Figure 2.18. VOC and particle content of e-cigarette-2 as a function of puff number during 

continuous use with a single cartridge (the battery was fully recharged at the beginning of vaping 

and at each interval (indicated by a vertical line). 

 

generally decrease as either the battery or the cartridge got depleted, but in some instances, after 

initially decreasing, an increase occurred near the battery depletion. Acetaldehyde and acrolein 

had the largest decrease in delivery over battery depletion and the cartridge lifetime. Acetone 

delivery was quite variable and reached its highest concentration near the 130th puff. Methanol 

did not show a trend with the puff number and acetonitrile was not present. The particle 

concentration did not decrease within the measurement uncertainty. 
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2.5. Conclusion 

We developed a fast-flow diluter for real-time observations of cigarette puffs. A cigarette 

injected the puff into the diluter and real-time sampling instruments were attached to the setup to 

perform smoke analysis without requiring pretreatment or extra sample handling. The e-cigarette 

particle emissions were similar to the low tar 1R5F reference cigarette and on the same order of 

magnitude as the rest of the conventional cigarettes. Acetaldehyde, acrolein, and acetone were 

found in the e-cigarette studied, supporting the evidence of oxidation of vegetable glycerin 

during vaping. Between different brands, flavoring, nicotine content, and battery voltage, e-

cigarette emissions were highly variable which made it difficult to generalize their possible 

health effects. The difference in the increased particle volatility of e-cigarettes from cigarettes 

required similar dilution and analysis methods between different laboratory studies to allow 

faithful comparison. Although a limited number of substances were measured, this study 

suggests that e-cigarettes generate potentially harmful VOCs and sufficiently high particle 

number concentrations. Hence further studies are warranted to evaluate the toxicological effects 

of e-cigarette emissions in comparison to conventional combustion cigarettes. 

 

2.6. Impact and Influence in the Field 

 Post-publication, the company of the PTR-ToF-MS used in our work, Ionicon Analytik, 

has published papers59, 60 emphasizing the full range of applicability of the PTR-ToF-MS to 

electronic cigarettes, applying a similar double dilution method as was previously presented in 

our work. The implementation of a fast dilution system allows many sampling environments, 

such as mainstream aerosol and human exhaled aerosol after either inhaling or “holding” 

mainstream aerosol, to be investigated much faster than previous methods.59 Other than toxic 
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carbonyls, recent PTR-ToF-MS studies have investigated the content of nicotine, propylene 

glycol, and vegetable glycerin in e-cigarettes by using increased heating inlet temperatures.59, 60   

Studies of the emissions from e-cigarettes are still popularized as only e-cigarettes that 

are marketed for therapeutic purposes are currently regulated by the FDA. In 2014, the FDA 

proposed to extend its authority to cover additional products including e-cigarettes under the 

proposed rule “Tobacco Products Deemed To Be Subject to the Food, Drug & Cosmetic Act” 

which was finalized in May 2016 and will go into effect in August 8, 2016.61 In the meantime, a 

growing number of state and municipality laws have been enacted that prohibit e-cigarettes in 

100% smokefree venues.62 
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Chapter 3: SOA Mediated by Fe(III) Chemistry 
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3.1. Abstract 

Transition metals such as iron are reactive components of environmentally relevant 

surfaces. Here, a dark reaction of Fe(III) with catechol and guaiacol was investigated in an 

aqueous solution at pH 3 under experimental conditions that mimic reactions in the adsorbed 

phase of water. Using UV-vis spectroscopy, liquid chromatography, mass spectrometry, 

elemental analysis, dynamic light scattering, and electron microscopy techniques, we 

characterized the reactants, intermediates, and products as a function of reaction time. The 

reactions of Fe(III) with catechol and guaiacol produced significant changes in the optical 

spectra of the solutions due to the formation of light absorbing secondary organics and colloidal 

organic particles. The primary steps in the reaction mechanism were shown to include oxidation 

of catechol and guaiacol to hydroxy- and methoxy-quinones. The particles formed within a few 

minutes of reaction and grew to micron-size aggregates after half an hour reaction. The mass-

normalized absorption coefficients of the particles were comparable to those of strongly 

absorbing brown carbon compounds produced by biomass burning. These results could account 

for new pathways that lead to atmospheric secondary organic aerosol formation and abiotic 

polymer formation on environmental surfaces mediated by transition metals. 

3.2. Introduction 

Despite decades of progress in research on atmospheric aerosols, secondary pathways for 

their formation,1, 2 their role in absorbing and scattering radiation (direct effect on climate), 

acting as cloud and ice condensation nuclei (indirect effect on the climate),3 and contributing to 

heterogeneous chemistry of air pollutants remain active areas of investigation.4 Given their 

ubiquitous presence in field-collected aerosols from different origins,5, 6 organic compounds are 

involved in a number of reactions and processes that transform chemical composition, 
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hygroscopicity, phase, and optical properties of atmospheric aerosols.7, 8 For example, single 

particle analysis of sea spray particles generated from “ocean-in-a-lab” experiments revealed that 

under acidic conditions, organic material concentrates at the surface,9 and that these particles 

contain transition metals such as iron (Fe).10 The role of transition metals in the aging and 

transformation of the organic content on atmospherically relevant surfaces that include aerosols, 

buildings, and surface water is still unclear and warrants further investigation.5, 11, 12 

The aging of organics in aerosols due to heterogeneous chemistry with gas phase 

oxidants such as ozone (O3), the hydroxyl radical (OH), and the nitrate radical (NO3) has been 

extensively studied.2 Dark and photochemical processes driven by dissolved redox active species 

such as Fe, OH, hydrogen peroxide (H2O2), and excited triplet states of certain organics were 

also investigated in detail with respect to their chemistry in large cloud/fog droplets.13-15 

However, our understanding of oxidation processes relevant to multi-component atmospheric 

systems containing sparse amounts of water, such as environmental films and wet aerosols, is 

still limited. For example, fluctuations in the water content and acidity of aerosols due to changes 

in ambient temperature, relative humidity, and reactions with acidic/basic gases affect the 

solvent-solute ratios and the relative importance of bulk versus surface reactions.5  Moreover, for 

some aerosol systems such as mineral dust particles and other atmospherically important surfaces 

such as buildings, water exists in small pockets of aqueous phase or “adsorbed phase” in the 

form of islands or films, depending on the underlying substrate and environmental conditions.12 

The high concentrations of solutes in these systems result in reactions that are uniquely different 

from the corresponding reactions in more dilute bulk aqueous solutions.16 

The redox chemistry and strong chelating abilities of Fe in the bulk aqueous phase are 

well established at the fundamental level11 and recently were utilized in functionalizing surfaces 
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and nanoparticles for applications in green chemistry17 and in the development of biomedical and 

sensing devices.18-20 In contrast, the role of transition metals such as Fe in driving secondary 

organic aerosols (SOA) formation from aliphatic and aromatic precursors in 

heterogeneous/multiphase reactions is not well understood.1, 2, 11  This study demonstrates that 

dark reactions of Fe with catechol and guaiacol under high solute-solvent ratios that mimic 

reactions in the adsorbed phase of water leads to efficient redox reactions, resulting in complex 

polymeric products that strongly absorb visible radiation. Catechol and guaiacol (the structures 

of all compounds discussed in this chapter are shown in Scheme 3.1), are semivolatile phenolic 

compounds emitted from biomass burning. They are moderately soluble in water with Henry’s 

law constants of 4·103 and 900 M atm-1, respectively.21 These compounds are well-known 

aromatic SOA precursors22 and are simple models for the aromatic fraction of humic like 

substances (HULIS) in aerosols.22 Catechol, guaiacol, and other catecholates are capable of 

chelating Fe20, 23 (Scheme 3.1), and they easily oxidize to the corresponding quinones (e.g., o-

quinone in Scheme 3.1). Our observation of the formation of polymeric products, in addition to 

the expected quinones, could account for new pathways that lead to SOA formation mediated by 

transition metals, and explain observations from single particle analysis of field collected “aged” 

mineral dust aerosol,12 sea spray from coastal regions impacted by Fe,10 and abiotic polymer 

formation on surfaces24 such as those imaged in sea spray aerosols.9 Furthermore, this reaction 

may serve as a source of atmospheric brown carbon-organic aerosol capable of strongly 

absorbing near-UV and visible radiation translating into a direct effect on climate.25, 26 

 



73 
 

 

Scheme 3.1. Chemical structures of (I) catechol, (II) guaiacol, (III) catechol-Fe complex, (IV) o-

quinone, (V) 3,3'-dimethoxy-4,4'-biphenyldiol, (VIa) 3,3'-dimethoxy-4,4'-biphenoquinone, (VIb) 

3,5'-dimethoxy-4,4'-biphenoquinone, (VII) 1,2,4-benzentriol, and (VIII) pyrogallol. 

3.3. Experimental 

3.3.1. Chemicals  

All chemicals were used as received without further purification: catechol (1,2-

benzendiol, > 99%, CAS 120- 80-9, Sigma-Aldrich), guaiacol (2-methoxyphenol, ≥ 98%, CAS 

90-05-1, Sigma-Aldrich), and iron(III) chloride hexahydrate (FeCl3·6H2O, CAS 10025-77-1, 

Sigma-Aldrich). Pyrogallol (1,2,3-trihydroxybenzene, ≥ 99%, CAS 87-66-1, Sigma-Aldrich) and 

1,2,4-benzentriol (99%, CAS 533-73-3, Sigma-Aldrich) were used as reference compounds in 

the mass spectrometry experiments. The following chemicals were used in the hematite 

dissolution experiments: hematite nanoparticles (α-Fe2O3, >99.9%, Nanostructured and 

Amorphous Materials, 19 m2/g surface area, 67 nm average diameter, 8.6 isoelectric point), 

sodium chloride (NaCl powder, 99%, ACS grade, BDH), acetic acid (CH3COOH, 99.7%, ACS 

grade, glacial, Macron), ammonium acetate (CH3CO2NH4, BioXtra, ≥ 98%, Sigma-Aldrich), 
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hydroxylamine hydrochloride (NH2OH·HCl, 99%, Sigma-Aldrich), 1,10-phenanthroline 

(C12H8N2, ≥ 99%, Sigma-Aldrich), and ammonium iron(II) sulfate hexahydrate 

((NH4)2Fe(SO4)2·6H2O, 99% ACS reagent, Sigma-Aldrich). Aqueous phase solutions were 

prepared by dissolving the chemicals in Milli-Q water (18.5 MΩ cm) or 18O-labeled water (97 

atom % 18O, Sigma-Aldrich) with an ionic strength adjusted to 0.01 M by adding potassium 

chloride (KCl powder, 99.5%, EM Science) to stabilize the pH reading. The pH was adjusted 

using solutions of hydrochloric acid (HCl 6 N, Ricca Chemical Company) and sodium hydroxide 

(NaOH pellets, 99-100%, EMD).  

3.3.2. UV-Vis Spectroscopy and HPLC Experiments 

 UV-vis spectra were collected using either a fiber optic UV-vis spectrometer (Ocean 

Optics USB 4000) or a Shimadzu UV 1800 spectrophotometer with a 1 cm quartz cuvette. 

Chromatograms were collected using a Waters Delta 600 instrument equipped with a Waters 

2487 dual wavelength absorbance detector. An in-line degasser was used for sparging at 20 

mL/min throughout the experiment to avoid air bubbles. The 4.6 × 250 mm column had Hypersil 

GOLD C8 stationary phase, with 5 μm particle size, and 175 Å pore size. The mobile phase was 

flown isocratically using 95% water, with 0.05% TFA and 5% acetonitrile at a flow rate of 1 

mL/min. The injection volume of the sample was 30 μL. The following solvents were used in the 

preparation of mobile phase in the HPLC experiments: acetonitrile (HPLC grade, 99.9%, BDH), 

water (HPLC grade) and trifluoroacetic acid (TFA, HPLC grade, 99.9%, EMD). In a typical UV-

vis experiment, 20 mL of either catechol (1 mM) or guaiacol (0.5 mM) were mixed with 0.4 mL 

FeCl3 at a concentration that would yield the desired organic reactant:Fe molar ratio. The vial 

was wrapped with aluminum foil to avoid photochemical reactions. After a given reaction time, a 

3 mL aliquot was taken using a syringe, and the solution was filtered before collecting the UV-
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vis spectrum. In a typical HPLC experiment, 10 mL of a 1 mM catechol solution was placed in a 

vial wrapped in aluminum foil and placed on a stir plate. Then, 0.2 mL of either 25, 50, or 102 

mM FeCl3 solution was added to the catechol solution with continuous reaction to obtain a 2:1, 

1:1 or 1:2 organic reactant:Fe molar ratio. The timer was started as soon as the FeCl3 was added. 

Solutions were injected into the HPLC after a given reaction time as described in figures. 

3.3.3. Mass Spectrometry Experiments 

 Negative ion mode electrospray ionization coupled to liquid chromatography separation 

(LC-ESI-MS) experiments were performed with a Thermo Fisher Scientific Q-Exactive hybrid 

Orbitrap mass spectrometer. Typical operating conditions were: spray voltage 2.8 kV, mass 

resolving power 70,000 at m/z 200, capillary temperature 275°C, heater temperature 300°C, 

sheath gas 25 arbitrary units and auxiliary gas 4 arbitrary units. The operating conditions for the 

MS/MS part of the experiments were: N2 collision partner and normalized collision energy (NCE 

= 120 arbitrary units). The sample injection volume was 10 μL. Accurate mass determinations 

were made with internal lock mass m/z 91.00368 and typical errors were better than 1 mmu. A 

Dionex Ultimate 3000 UHPLC was employed with a C18, 2.1x150 mm column (Waters, X-

Bridge) operated at 0.2 mL/min. Xcalibur software was used for data collection, processing, and 

analysis. Isocratic elution was achieved with 5/95 v/v mixture of acetonitrile/H2O + 0.1% formic 

acid. TFA was not used in these experiments because it causes ion suppression in ESI and must 

be avoided, not just for these studies, but also for all subsequent LC/MS analyses. The reaction 

of chemicals prior to injection was done in a manner similar to that described above for the 

HPLC experiments. 
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3.3.4. Particles Characterization 

Particles that formed in the solution as a result of FeCl3 + catechol/guaiacol reactions 

were collected on nylon membrane filters (0.2 μm pore size, 25 mm dia., EMD) and images of 

the filters were taken using a digital camera. Mass yield experiments were performed after 2 hr 

reaction using 1:2 molar ratio organic reactant/Fe by weighing the filters before and after 

filtration followed by overnight drying. For these experiments, the reaction volumes were 

considerably scaled up (70 mL for catechol/Fe, and 140 mL for guaiacol/Fe) in order to achieve 

measurable mass yields of particles, keeping the starting concentrations the same in all 

experiments. The particles were washed with Milli-Q water several times prior to drying. Also, 

collected filtrates were subjected to filtration four times to ensure a minimum loss of particles.  

The iron content in the particles was analyzed using inductively coupled plasma mass 

spectrometry (ICP-MS) using method EPA 3050, ALS Global Laboratories. Particle imaging and 

elemental composition were recorded with scanning electron microscopy-energy dispersive X-

ray spectroscopy (SEM-EDS) at the University of California Irvine (UCI) Laboratory for 

Electron and X-ray Instrumentation (LEXI). Particles from reaction of FeCl3 with either catechol 

or guaiacol solutions were collected on nylon membrane filters after 1.5 hrs, washed multiple 

times with water, and re-suspended in water, aerosolized with a nebulizer (Salter Labs #8900-7), 

sent through a diffusion dryer, and collected on carbon type-B 400 mesh copper grids (Ted Pella, 

Inc. #01814-F) with an SKC Sioutas Cascade Impactor. Particles collected on stage “D” (> 0.25 

μm) of the impactor were analyzed with an FEI Magellan XHR SEM. Images of particles were 

taken at 10 kV and 25 pA and EDS analysis was done at 20 kV and 0.8 nA.  

Dynamic light scattering (DLS) experiments were performed on FeCl3 with either 

catechol or guaiacol reaction solutions in a 1 cm TeflonTM capped-quartz cuvette with a Malvern 
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Zetasizer Nano (ZEN3600) with settings for each measurement to average 10 runs with a 

duration of 10 s at the UCI Laser Spectroscopy Facility. For FTIR measurements, the particles 

were deposited on a ZnSe attenuated total internal reflectance (ATR-FTIR) cell from a 

water/ethanol slurry followed by drying overnight. Absorbance spectra of these particles were 

obtained by referencing to the clean and dry ZnSe crystal. 

3.3.5. Acid-Dissolution of Hematite Followed by Reaction with Organics 

 Hematite nanoparticles were used as a model for iron (oxyhydr)oxides in mineral dust 

aerosols. A slurry of hematite nanoparticles was prepared in 0.01 M KCl adjusted to pH 1 using 

HCl, and allowed to mix for 10 days at medium speed in a vortex mixer followed by filtration 

and determination of total dissolved iron concentration. Five vials containing 0.008 g of hematite 

were mixed with 1.75 mL of 0.01 M KCl at pH 1 (BKG 1). For determining total iron 

concentration according to the procedure described by Lanzl et al.,27 another 1 vial containing 

0.008 g of hematite were mixed with 1.75 mL background solutions prepared by mixing 5 mL 

NaCl (25 mM) and 1 mL buffer (1 mL acetic acid + 0.1 g ammonium acetate) at pH 1 (BKG 2). 

The slurries were allowed to mix for 10 days on a medium speed vortex in the dark. Then, all 

vials were filtered using a 0.2 μm nylon membrane filters. The pH of the filtrate was about 0.2 

higher from the initial value of 1. All filtrates were wrapped with aluminum foil. To determine 

the total dissolved iron concentration in these filtrates using UV-vis spectroscopy, a linear 

calibration was constructed from the absorbance at 510 nm of the complexes of standard 

solutions of (NH4)2Fe(SO4)2·6H2O and 1,10-phenanthroline according to a modified procedure 

described by Stucki and Anderson.28, 29 Briefly, the concentrations of the standard solutions were 

in the range 2.5-25 µM using a background solution from a 100 mL NaCl (25 mM), 0.04 mL 

NH2OH·HCl (1.3 mM) and 0.4 mL buffer (0.5 g CH3CO2NH4 (s) + 5 mL CH3COOH). The 



78 
 

purpose of the addition of NH2OH·HCl was to reduce Fe(III) to Fe(II). A 10 mL aliquot from 

each standard solution was mixed with 0.2 mL 1,10-phenanthroline (1 g/L) and allowed to sit in 

the dark for 30 min. All of the above was done under red light illumination in the lab to minimize 

the possible effects of photochemistry. A UV-vis spectrum was then recorded for each standard 

solution after zeroing the spectrometer with 3 mL of a background solution from a 10 mL NaCl 

(25 mM), 0.01 mL NH2OH·HCl (1.3 mM), 0.04 mL buffer, and 0.04 mL 1,10-phenanthroline. 

Figure 3.1† shows the UV-vis spectra of the complexes and calibration curve, respectively. In 

order to use this calibration curve, the filtrates from hematite dissolution had to be diluted. To do 

that, 0.05 mL of filtrate with BKG 2 was diluted by the addition of 27 mL BKG 2. Then, 2 mL of 

this diluted solution was mixed with 0.2 mL NH2OH·HCl (1.3 mM) and 2 mL 1,10-

phenanthroline (1 g/L) followed by sitting for 30 min. A UV-vis spectrum taken for this solution 

showed a peak similar to the one in Figure 3.1†a, with an absorbance of 0.17 at 510 nm. From the 

calibration curve in Figure 3.1†b, the dissolved [Fe]tot = 9.94 µM in the diluted solution. After 

taking into account the dilution factor, the [Fe]tot in the original 1 mL filtrate is calculated to be 

5.4 mM. For the experiments with standard solutions of catechol and guaiacol, the pH of the 

filtrates prepared in BKG 1 was raised to 3 by adding NaOH solution. After accounting for 

dilution by the base, the concentration of the organic solutions was calculated such that a 1:2 

organic reactant:Fe molar ratio would be obtained in the final solution after reaction. Digital 

images of solution mixture were taken after 3 min and 1 hr of reaction, and then filtered. After 

adjusting the pH of the filtrate to 3, catechol or guaiacol was added at half the total iron 

concentration determined by UV-vis spectroscopy. Samples were allowed to mix in the dark for 

60 min prior to filtration and photographing. 
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Figure 3.1†. (a) Representative UV-vis absorbance spectra of the complexes between standard 

solutions of (NH4)2Fe(SO4)2·6H2O and 1,10-phenanthroline. (b) Calibration curve constructed 

from the absorbance at 510 nm from spectra shown in panel (a). 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 

3.4. Results and Discussion 

3.4.1. Optical Properties and Time Profile of Reactants and Products 

 Upon reaction of FeCl3 with organics, color development and colloid formation was 

observed over time. Initial UV-vis experiments (Figure 3.2) showed evidence of colloid 

formation with a broad absorption at around 700 nm. Since the Shimadzu UV 1800 

spectrophotometer did not go above 700 nm, further UV-vis measurements were, from then on, 

recorded on another instrument capable of providing wavelengths of light up to 850 nm. Figure 

3.3†a-d and Figure 3.4† show time dependent images of solutions and filters resulting from the 

dark reactions of catechol and guaiacol with FeCl3 at pH 3 in the absence of added oxidants, such 

as H2O2. It is important to emphasize here that aqueous solutions are exposed to air, and hence, 

dissolved O2 is the oxidant and Fe(III) plays a role as a catalyst. The corresponding UV-vis 

 



80 
 

 

 

Figure 3.2. UV-vis spectra of unfiltered solutions after dark reaction of catechol (0.98 mM) with 

FeCl3 (1:2 organic reactant/Fe molar ratio) at pH 3 as a function of mixing time. Scans were 

recorded every 3 min. The dark green trace is due to absorbance from primary products and 

residual catechol. The formation of secondary products appeared as mixing time increased, as 

well as an unresolved background due to the formation of a colloid.  

 

spectra after filtration (i.e., with particles taken out of the solution) are also shown (Figure 

3.3†e,f) and compared to those of the initial spectra of catechol/ guaiacol prior to adding FeCl3. 

While the concentrations are relatively high, they mimic interfacial regions on surfaces where 

aromatic compounds are enriched at the interface.30 Both catechol and guaiacol solutions are 

transparent in the visible range and show a UV band around 274 nm due to π → π* transitions. 

The UV-vis absorbance spectrum of FeCl3 solution (pale yellow) shows a band around 295 nm 

from the ligand-to-metal-charge transfer (LMCT) of the prevailing species in solution, 

[Fe(H2O)5OH]2+.31 Spectra collected at pH = 1-5 exhibit a shift in this peak because the iron 

speciation is strongly pH-dependent.32 The pH used in our studies was chosen because a 
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Figure 3.3.† Dark reaction of catechol and guaiacol with FeCl3 at pH 3: (a and b) digital images 

of 1:2 organic reactant/Fe molar ratio of unfiltered solutions as a function of time; (c and d) 

particles on filter after 30 min; (e and f) the corresponding UV-vis spectra after filtration. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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Figure 3.4.†  UV-vis spectra of unfiltered solutions after dark reaction and filtration of catechol 

(0.98 mM) with FeCl3 at pH 3 at different ratios a function of time. Digital images of the 

corresponding unfiltered solutions and particles on filter after 30 min are shown on the right. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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number of studies32 reported maximum photoreactivity of iron species toward organic 

degradation at pH 3. This pH is also environmentally relevant since aerosols are generally acidic 

(e.g., pH 3 is possible for fog droplets in highly polluted areas).13 In the case of catechol, the 

initial green color was observed for 1:2, 1:1, and 2:1 organic reactant/Fe molar ratios, attributed 

to the formation of a bidentate mononuclear catechol-Fe complex (Scheme 3.1) with a LMCT 

band around 700 nm.33 The intensity of this feature varies with the amount of Fe in the solution 

mixture, being the least intense for organic reactant/Fe 2:1 solution mixtures. The Fe(III)/Fe(II) 

cycling can be followed by flow injection analysis and also online by a continuous flow 

analysis34, 35 where the concentration of Fe(II) and total Fe after the reduction of Fe(III) can be 

determined on the basis of the color of the reaction. The intense spectral feature at 390 nm is 

attributed to n → π* transitions of o-quinone species formed from oxidation of catechol-Fe 

complexes.36 We observed this peak at lower concentrations of catechol and iron under acidic 

conditions and for other catecholates such as gallic acid.31 The intensity of this feature decreases 

with less Fe in the solution mixture (Figure 3.3†e vs. Figure 3.4†a,b). The presence of -OCH3 

group in the case of guaiacol inhibits the formation of the iron complex evident by the absence of 

the characteristic LMCT band in Figure 3.3†f. Instead, spectra in Figure 3.3†f suggest the 

formation of soluble amber-colored oxidation products (compounds V−VIb; Scheme 3.1) due to 

iron redox chemistry. These spectra are identical to those observed by Hwang et al.37 who 

identified products from the biochemical oxidation of guaiacol by manganese peroxidase (MnP) 

in the presence of H2O2 by a suite of analytical techniques. In our study, in situ reduction of 

Fe(III) to Fe(II) leads to the formation of phenoxy radicals, which proceeds through C-C radical 

coupling to form compound V. Compounds VIa and VIb (Scheme 3.1) give rise to the spectral 

features at 412 and 470 nm (Figure 3.3†f), which were observed to decrease in intensity upon 
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overnight storage of solutions.37, 38 Schmalzl et al.39 assigned the 470 nm peak to an unstable 

4,4′-diphenoquinone intermediate.39 Further characterization of guaiacol oxidation products was 

not carried out herein given the similarities between our data in Figure 3.3†f and published 

product identification studies.37, 38 Since studies on the oxidation of catechol by Fe(III) are 

limited under our experimental conditions, the following paragraphs describe in detail the time 

profile of reactants and products from HPLC studies.  

Figure 3.5† shows HPLC chromatograms collected before and after the addition of FeCl3 

to a catechol solution at pH 3, which were recorded at λ = 271 nm and 388 nm. These 

wavelengths were chosen based on UV-vis spectra shown in Figures 3.2 and 3.3†e to separate 

compounds contributing to the reactant and product peaks. The chromatograms at λ = 271 nm 

show two major peaks at 7 min and 17 min retention time (RT), whereas only one major peak is 

present in the chromatograms at λ = 388 nm (RT = 7 min). The 7 min and 17 min peaks are 

assigned to a product and catechol (reactant), respectively, from the comparison with the 

chromatogram of catechol standard solution. The integrated areas of these peaks are plotted as a 

function of time in Figure 3.5†c,d for solution mixtures with 1:2 molar ratio of catechol/Fe. 

Similar experiments were conducted by varying the molar ratios, and the data are presented in 

Figure 3.6† for 1:1 and 2:1 molar ratios of catechol/Fe. Despite the drop in the performance of 

the detector at 700 nm, where the catechol-Fe complex absorbs, experiments were conducted to 

examine the kinetic behavior of the product peak at this wavelength. Figure 3.7† shows results 

from collecting chromatograms at λ = 700 nm and the resulting kinetic curves for the product 

peak at 7 min compared with data generated from the chromatograms collected at 271 nm. These 

kinetic curves track well with each other supporting the assignment of the peak at 7 min to a 

catechol-Fe complex. 
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Figure 3.5.†  HPLC chromatograms collected at (a) 271 nm and (b) 388 nm for the initial 

catechol solutions (0.98 mM) and after reaction with FeCl3 at pH 3 as a function of reaction time. 

(c and d). Resulting kinetic curves from the integrated areas of the peaks at 7 min and 17 min. 

The solution mixture contains 1:2 molar ratio of catechol/Fe. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 

 

The time profiles of the peak at RT = 7 min clearly show that it is an intermediate species 

that reaches its maximum concentration at 3 min. Because this product peak has absorptions at 

271 nm, 388 nm, and 700 nm, it is consistent with the formation of the catechol-Fe complex and  
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Figure 3.6. †  (a) and (b) HPLC chromatograms collected for initial catechol solutions (0.98 mM) 

and after reaction with FeCl3 at pH 3 as a function of reaction time with a final molar ratio of 

1:1. (c) and (d) The resultant kinetic curves from the integrated areas of the peaks at 7 and 17 

min for solution mixtures containing 1:1 and 2:1 molar ratio of catechol:Fe. 

†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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Figure 3.7.† (a) HPLC chromatograms collected for initial catechol solutions (0.98 mM) and 

after reaction with FeCl3 at pH 3 as a function of reaction time with a final molar ratio of 1:2, 

and (b) kinetic curves for the product peak at 7 min as a function of detector wavelength. The 

phrase “detector artifact” refers to the signal at 700 nm for the 17 min peak that does not 

originate from the catechol standard solution in the absence of iron. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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an unstable quinone species that undergoes further oxidation in the presence of dissolved O2 and 

excess Fe(III).35 It is likely that they both exist in equilibrium on the time scale of the collection 

time. This assignment is also similar to earlier observations of the time profile of peaks in the 

range 400-500 nm from guaiacol oxidation (see Figure 3.3†). For solution mixtures containing 

less Fe, as in the 1:1 and 2:1 molar ratios shown in Figure 3.6†, a smaller amount of this 

intermediate is formed, reduced by 50 and 23%, respectively, relative to that in 1:2 catechol/Fe 

molar ratio solutions. This result suggests that iron plays an important catalytic role in forming 

this oxidation product of catechol. 

In addition, the kinetic curves of the RT = 17 min peak show that it reaches a minimum 

after 3 min of reaction (∼83% decay in catechol, Figure 3.5†c), and then the signal starts to go up 

due to the contribution of products to the absorbance at λ = 271 nm. These products appear to 

coelute at the same RT as catechol suggesting similar polarity. Gradient elution better resolved 

these peaks, but was still not fully successful. In these gradient HPLC experiments (Figure 3.8) 

catechol and the previously observed product peak eluted at 16 and 18 min, respectively. 

Interestingly, a second product peak was observed at a retention time of 22 min that absorbed at 

390 nm, but not at 276 nm (Figure 3.9). 

Lower amounts of Fe in the solution mixtures with 1:1 and 2:1 molar ratio catechol/Fe 

resulted in lower decay rates of catechol within the first 3 min (39% and 22%, respectively; 

Figure 3.6†c). Scheme 3.2 shows a suggested mechanism for the catechol + Fe(III) reaction 

based on the data presented herein. This mechanism also explains the formation of polycatechol 

particles that form over time, which are examined more closely in the last section. To further 

explore the identity of these products, we describe the results of LC-ESI-MS/MS experiments in 

the next section. 
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Figure 3.8. (a) and (b) HPLC chromatograms using a gradient method collected for initial 

catechol solutions (0.98 mM) and after reaction with FeCl3 at pH 3 as a function of reaction time 

with a final molar ratio of 1:2, and (b) kinetic curves for the catechol peak at 18 min and product 

peaks at 16 and 22 min as a function of detector wavelength.  
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Figure 3.9. Absorption spectra for unfiltered UV-vis spectra of catechol +  FeCl3 reaction (1:2) 

for 3 and 40 min mixing times and absorption of catechol and 2 products observed in gradient 

HPLC experiments. 

 
Scheme 3.2. Suggested mechanism for catechol oxidation and polycatechol formation in the 

presence of excess Fe(III) in the dark under acidic conditions. 
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3.4.2. Product Identification Using LC-ESI-MS/MS 

Figure 3.10† shows total ion chromatograms (TIC) of a solution mixture containing 1:2 

molar ratio of catechol/Fe at pH 3 after reaction for 3 min. The reaction was carried out in 

normal water (H2
16O, Figure 3.10†a,b) and in 18O-labeled water (H2

18O, Figure 3.10†c,d) to 

investigate the source of the oxygen atoms in products containing an added O atom. Similar data 

were collected for catechol standard solutions, as shown in Figure 3.11†. These chromatograms 

are similar to those collected using HPLC on a separate instrument with a UV-vis detector 

(Figure 3.5†) with slightly different elution times for the reactant peak (RT = 11 min) and 

product peak (RT = 4.5 min). The insets in Figure 3.10†a,c and Figure 3.11†a,c show the mass 

spectra of these major peaks. While ESI-MS/MS detection is not directly quantitative, peak 

ratios from spectra collected for samples under identical ionization conditions provide insight 

into the relative amount of a given species. In the absence of FeCl3, the MS spectra of catechol 

standard solutions (Figure 3.11†) show the expected [M - H]- ion peak at m/z 109 (C6H5O2) and a 

peak at m/z 123 ([M - H]-, C6H3O3) that coelutes with catechol with a RT of ∼11 min (the RT 

changes slightly in the 18O-labeled water, but we are going to refer to this peak as the 11 min 

peak regardless of the solvent). Note that the 11 min peak elutes later in 18O-labeled water but 

the eluted compound is the same in both normal and isotopically labeled solvents. The relative 

ratio of the m/z 109 and m/z 123 is ∼100:15 in normal water and 100:6 in 18O-labeled water. As 

detailed below, the addition of FeCl3 increases the intensity of the m/z 123 peak confirming that 

it originates from a more oxidized species than catechol. The fragmentation pattern of the m/z 

123 from MS/MS spectra is shown in Figures 3.11†b,d  and it is identical regardless of the 

isotopic state of water solvent. In general terms, the MS/MS of the m/z 123 fragmentation is 

identical in intensity, accuracy, ions observed, and assigned elemental composition. The absence 
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of mass shifts confirms that the added oxygen atom in the oxidized catechol originates from 

dissolved O2 and not water solvent, as suggested earlier.33 

 

Figure 3.10.† Total ion and m/z 123 LC-ESI-MS/MS negative ion mode chromatograms for the 

reaction of catechol with FeCl3(aq) under acidic conditions after 3 min dark reaction in (a and b) 

normal water (H2
16O) and (c and d) 18O-labeled water (H2

18O). (a and c, insets) Mass spectra for 

the major peaks; (b and d, insets) MS/MS spectra for the m/z 123 ion. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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Figure 3.11.† Total ion and m/z 123 LC-ESI-MS/MS negative ion mode chromatograms for 

catechol standard solutions under acidic conditions in normal water (H2
16O, (a)-(b)) and in water-

18O (H2
18O, (c)-(d)). The insets in (a) and (c) show the mass spectra for the major peaks, and 

those in (b) and (d) show the MS/MS spectra for the m/z 123 ion. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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  Catecholates and guaiacol are susceptible to oxidation in the presence of dissolved O2.
40 

Scheme 3.3 shows a likely mechanism that explains the formation of the observed species with 

m/z 123. The relatively high voltage and ionization conditions under ambient conditions in the 

ESI chamber may catalyze the formation of radical anions, which, in the presence of O2(aq), can 

form hydroxylated quinone species, in the ortho- and para- positions. Artifacts associated with 

the oxidation and reduction of analytes in ESI sources were not sufficiently studied. Even though 

the source was polarized for negative ion production, both oxidation and reduction reactions 

could still occur on the tip of the electrospray capillary. Two reference compounds, 1,2,4-

benzenetriol (VII) and pyrogallol (VIII), with the chemical formula C6H6O3 were tested to 

examine the fragmentation pattern of their oxidation products in the ESI chamber. Figure 3.12† 

shows the chromatograms and MS/MS spectra at pH 3 for these compounds. In Figure 3.12†a, 

1,2,4-benzenetriol shows two peaks with the same fragmentation pattern because it is known to 

be auto-oxidizible41 with interconversion between reduced and oxidized occurring over the 

separation time scale. The likely oxidation steps of 1,2,4-benzenetriol are presented in Scheme 

3.3b. To explain the two chromatographic peaks with the same MS ion, we collected 

HPLC/UV−vis chromatograms for 1 mM standard solution of 1,2,4-benzentriol at pH 3. Figure 

3.13† shows these results where one chromatographic peak is observed, which is the oxidized 

form of this molecule. Greenlee et al.41 developed a method for separation and quantification of 

phenolic compounds by adding antioxidants and running experiments under oxygen-free 

conditions using N2 gas purging. The MS/MS spectrum shown in the inset of Figure 3.12†a is 

identical to that in the insets of Figure 3.10†b,d and Figure 3.11†b,d. On the other hand, 

pyrogallol showed one peak in the TIC and in the selected ion chromatogram corresponding to 

m/z 123 (Figure 3.12†b). The fragmentation pattern of this peak (inset) is different than that 
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shown in Figures 3.10†b,d and 3.11†b,d. Hence, the main conclusion is that autoxidation of 

catechol takes place to some extent in the ESI source, and the main product is 1,2,4-benzentriol. 

To the best of the authors’ knowledge, the oxidation of catecholates under electrospray 

ionization conditions was not previously reported. 

 

 

Scheme 3.3. Suggested mechanism for the oxidation of (a) catechol and (b) 1,2,4-benzenetriol 

induced in the ESI chamber by O2(aq) explaining the origin of the m/z 123 with the same 

fragmentation pattern for both chemicals. 
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Figure 3.12.† Chromatograms for m/z 123 of reference compounds 1,2,4-benzentriol and 

pyrogallol under acidic conditions in normal water (H2
16O). The insets show the MS/MS spectra 

for the m/z 123 fragment. 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 

 

Figure 3.13.† HPLC chromatogram collected for 1 mM standard solution of 1,2,4-benzentriol at 

pH 3. 
†This data was recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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The addition of FeCl3 to catechol solutions results in complex formation and quinone 

production. The total ion chromatograms (TICs) in Figures 3.10†a,c show a product peak that 

elutes at RT ∼ 4.5 min, with mass spectra containing m/z 109 and 123 with 4× and 13× increase 

in intensity for the latter peak relative to RT ∼ 11 min, respectively. Table 3.1 shows that this 

enhancement in intensity is consistently observed for variable amounts of Fe in solution. These 

results can be explained in light of the UV-vis and HPLC data presented in the previous section: 

the catechol-Fe complex is more polar (and therefore elutes earlier) than catechol. The complex  

 

Table 3.1. Intensity ratios of major peaks observed in the mass spectra of catechol and iron 

chloride solution with different ratios at pH 3 at a given different retention times. 
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is not observed mass spectrometrically as it is not stable in the mass spectrometric time frame. 

As a result, we only see the anionic portion of this complex, that is, the m/z 109, which upon 

formation, is readily oxidized to 1,2,4-benzentriol with m/z 123 (identical fragmentation pattern 

with product peak at RT ∼ 4.5 min). Moreover, HPLC/MS experiments were conducted in the 

positive ion mode under the same elution conditions as negative mode. The resulting spectra 

yielded no meaningful data because these species do not yield [M + H]+, [M + Na]+, and other 

positive ions under these solution conditions. Also, the presence of excess Fe(III) in these 

solutions leads to cluster formation and ion suppression. 

Previous studies37-39 on guaiacol reaction with transition metals including iron 

characterized some of the soluble products of the oxidation process. Using a combination of 

HPLC, 1H NMR, fast atom bombardment, and chemical ionization mass spectrometry, Schmalzl 

et al.39 studied the reaction of guaiacol with FeCl3 and reported elemental composition, retention 

times, characteristic chemical shifts, and masses of guaiacol oligomers ranging from dimers to 

pentamers at 246 (compound V), 368, 490, and 612 mass units. These oligomers formed a 

precipitate soluble in organic solvents and were found to be mainly organic in composition. 

Similar oligomers up to trimers were observed in the mass spectra of reaction products from 

enzymatic oxidation of guaiacol.37, 38 The established mechanism that explains these results is 

mainly carbon-carbon coupling of guaiacoxy radicals, with little evidence for carbon-oxygen 

coupling.37, 39 As detailed in the last section, the formation of these polymeric species has 

implications on the overall optical properties and chemical reactivity of the surfaces these 

products coat. 
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3.4.3. Formation of Polymeric Catechol and Guaiacol Particles 

Figure 3.3†c,d shows digital photographs of particles collected on a filter from the dark 

reaction of catechol and guaiacol with FeCl3 at pH 3. Figure 3.14 shows SEM images of these 

particles, which clearly display their amorphous nature as micron-sized conglomerates of 

nanometer-sized primary particles. EDS experiments showed that polycatechol and polyguaiacol 

particles are organic and had less than 0.5 atomic % Fe, which was most likely due to 

contamination from its salt remaining after washing the particles with water. The iron content in 

these particles analyzed by ICP-MS was also below the detection limit, similar to the results of 

the control filter with no particles. Moreover, changes in particle size with reaction time was 

monitored using DLS experiments, which showed that particles appeared within 3 min of the  

       

Figure 3.14. SEM images for (a) 

polycatechol  and (b) polyguaiacol collected 

on copper grids after a 90 min dark reaction 

of catechol with FeCl3 at pH 3 in a 1:2 molar 

ratio. 

Figure 3.15. DLS measurements of the 

average particle size of polycatechol and 

polyguaiacol as a function of reaction time 

during the dark reaction of catechol with 

FeCl3 at pH 3 in a 1:2 molar ratio. 
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reaction of FeCl3 with either catechol or guaiacol solutions (Figure 3.15). Particles grew to 

average diameters on the order of a micron, which is consistent with SEM images, after 30 min 

of reaction time when sedimentation becomes important. Also at this time, polycatechol particles 

became larger in average diameter than polyguaiacol particles because of the 1.8× faster growth 

rate of polycatechol (36 nm/min) compared to that of polyguaiacol particles (20 nm/min). These 

results suggest that these particles are organic in nature and not a precipitate of iron (oxyhydr)- 

oxides. Mass yield experiments were also performed where particles were collected and 

extensively washed with Milli-Q water after 120 min reaction of FeCl3 with either catechol or 

guaiacol (1:2 organic reactant/Fe molar ratio) at pH 3. Polycatechol mass yield was found to be 

47 ± 4%, and that of polyguaiacol was 49 ± 14%. This mass yield is comparable to or larger than 

the typical mass yields of SOA obtained by photooxidation of common volatile organic 

compounds, such as terpenes,42 and it is larger than the yields associated with aqueous SOA 

(aqSOA) photochemical production.43 Therefore, the iron catalyzed reactions of catecholates 

definitively have the potential to produce SOA with high efficiency. 

Moreover, Figure 3.16†a shows ATR-FTIR spectra of solid polycatechol and 

polyguaiacol formed in reactions of Fe(III) with catechol and guaiacol. These spectra are 

compared with those recorded for aqueous phase catechol31 and guaiacol (Figure 3.16†b). There 

are clear differences between the spectra of monomers and polymers in the 2000-1000 cm-1 

spectral range containing vibrations of aromatic (1640-1400 cm-1), C-O and C-C stretching 

(1400-1200 cm-1), and C-H bending (1200-1000 cm-1) modes. This is in line with earlier reports 

on polycatechol using transmission FTIR using KBr pellets,44, 45 where broadening and shift in 

peak frequencies was observed due to the rigid structure of polymers. The high intensity of 

features in the range of 1400-1200 cm-1 is characteristic of phenylene (C-C) and oxyphenylene 
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(C-O-C) linkages. These spectra show no absorbance around 1700 cm-1 indicative of carbonyl 

(C=O) groups, which were reported for catechol and guaiacol SOA due to reaction with ozone.22 

This clearly shows that particle formation catalyzed by iron proceeds via a different reaction 

pathway than SOA formation via metal-free atmospheric photo-oxidation reactions.  

Oxidative enzymatic polymerization of guaiacol and catechol is well-studied in 

biochemical and polymer synthesis fields.17, 24, 46 Brick-red colored polyguaiacol prepared from 

the enzymatic oxidation of monomer guaiacol using peroxidase-H2O2 as catalyst was previously 

characterized because of its usefulness as a model polymer for lignin biodegradation research.47 

In another study,39 the solid material was collected from the reaction of guaiacol with Fe(III) 

chloride and Cr(VI) oxide, which was then solubilized for analysis using UV-vis, HPLC and 

mass spectrometry. In the case of polycatechol formation, enzymes free of metal centers such as 

peroxidase48 and laccase44 were shown to catalyze polymer synthesis in solutions containing 

hydrogen peroxide and dissolved oxygen, respectively. Mechanistically, these enzymes catalyze 

C-C coupling and formation of ether (C-O-C) linkages between catechol monomers (Scheme 

3.2). Because of their unique thermal, structural properties, and ability to form strong charge 

transfer complexes with metal oxides, polycatechols are exploited in surface modifications as 

adhesives and coatings over a wide range of organic and inorganic materials.24, 49  For example, 

chelating abilities of anachelin (produced by cyanobacteria)20 and mussel adhesive proteins20, 49-

52 containing catechol moieties were exploited in modifying TiO2 surfaces via poly(ethylene 

glycol) to form stable, protein resistant adlayers (i.e., antifouling polymer) desirable in 

biomedical devices and marine technology. More related to the work presented herein is the use 

of the catechol derivative dopamine in anchoring functional molecules to iron oxide shell of 
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magnetic nanoparticles.19, 53 To our knowledge, oxidative polymerization of catechol in the 

presence of Fe(III) and in the absence of any added oxidants has not received attention.  

 

 

Figure 3.16.† ATR-FTIR absorbance spectra of (a) solid polycatechol (bottom) and polyguaiacol 

(top) deposited on a ZnSe ATR crystal from a water/ethanol slurry followed by drying overnight, 

and (b) 0.1 M aqueous solution. Similar spectra of catechol monomers were reported earlier.31 
†These data were recorded by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, Canada. 
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Recently, Shi et al.54 investigated the dominant mechanism that leads to iron dissolution 

in dust. Iron-containing dust samples were collected from two sites that represent sources of 

Saharan and Asian desert dust. The effect of cycling between wet aerosols (i.e., acidic 

conditions) and cloud droplets (i.e., more neutral pH and lower ionic strength conditions) on 

dissolved iron concentration was simulated over about 3 hr in the dark. The results showed that 

insoluble iron dissolves readily under the acidic conditions relevant to wet aerosols, whereas 

under more neutral pH, the dissolved iron precipitates as poorly crystalline nanoparticles. The 

relative amount of time mineral dust particles spend as either a wet aerosol or in cloud droplets 

will affect the amount of bioavailable iron upon deposition after long-range transport. Also, 

uptake of acids within clouds can also enhance iron dissolution in the droplets or in the residual 

aerosol formed after droplet evaporation. Herein, we used hematite to simulate acid-driven 

dissolution of iron (oxyhydr)oxides and followed the reaction of either catechol or guaiacol with 

the dissolved iron from these samples. Figure 3.17† shows digital images of the slurry and 

filtrates before and after the addition of the organics, in addition to the filters after 1 hr reaction. 

Clearly, the chemistry described above using FeCl3 as a source of dissolved iron is similar to that 

from simulated aged iron-containing mineral dust particles. As emphasized in the introduction, 

pathways for particle formation from phenol derivatives are of increased interest to atmospheric 

chemists. The implications of these findings are summarized in the following section.  

To help fill the gap in our understanding of the surface chemistry driven by iron on 

atmospherically relevant surfaces, we showed that the dark reaction of catechol and guaiacol 

with Fe(III) under acidic conditions and in the absence of any added oxidants results in the 

formation of soluble and reactive secondary organics and insoluble polymeric particles. The 

strong visible light absorption by the resulting soluble products and insoluble polymeric organic 
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Figure 3.17.†  Formation of polycatechol and polyguaiacol from reaction with dissolved iron 

from acid-promoted hematite dissolution. 
†These reactions were conducted by our collaborators at Wilfrid Laurier University, Waterloo, Ontario N2L 3C5, 

Canada. 

 

material has implications for the climate. More quantitatively, the significance of these results 

can be assessed with the help of bulk mass absorption coefficient (MAC) of the organics, which 

can be calculated from the base-10 absorbance (A), cuvette width (l), and the initial mass 

concentration of dissolved catechol (C୫ୟୱୱ) as follows:26  

 

MAC (λ) =  A (λ) ∙ ln (10)l ∙ C୫ୟୱୱ                                                                                                                      (3.1) 

 

Figure 3.18 shows a MAC plot for the 3 min dark reaction of 1 mM catechol with 2 mM 

FeCl3 at pH 3 for an unfiltered solution, that is, with both particles and soluble species 

contributing to the absorption. Even though we have not accounted for scattering by the particles 
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in the solution, which contributes to the background, it is clear that the MAC values at near-UV 

and visible (λ > 290 nm) wavelengths can be as high as 2·104 cm2 g−1. These values are 

comparable to those from biomass burning aerosols (103-104 cm2 g−1).55 Therefore, the efficient 

dark reaction between phenols and Fe has the potential to produce “brown carbon” aerosol by a 

secondary mechanism, as opposed to the direct production in biomass burning. 

 

 

Figure 3.18. Mass-normalized absorption coefficient (MAC) plot for the reaction of 1 mM 

catechol with FeCl3 after 3 min dark reaction at pH 3 (unfiltered solution). The final reaction 

mixture contained 1:2 molar ratio catechol:Fe. The MAC values were calculated from Eq. (3.1) 

and it was not corrected for the contribution from scattering by particles in solution. 

 

Moreover, the colored polymeric particles are colloidal in solution due to their high 

hydrophobicity. Depending on the amount of “adsorbed water”, these polymers could partition to 

the surface, thus affecting the aerosols’ cloud condensation ability56, 57 and chemical reactivity of  

surfaces particularly toward reactive gas phase oxidants such as ozone,58 OH,59, 60 N2O5, and 

NO3,
61 in addition to light-initiated4 and redox reactions.62 The dark formation of these particles 

driven by Fe(III) under acidic conditions represents a potentially important abiotic pathway for 
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in situ polymer and HULIS formation in atmospheric aerosols in the presence of surface water. 

This secondary pathway is poorly understood relative to formation pathways of SOA,2 

biopolymeric component of dissolved organic carbon,63 and HULIS.64, 65 HULIS in particular 

were shown to generate reactive oxygen species such as hydrogen peroxide and superoxide 

radicals.66 The chemistry presented herein provides molecular level details to processes that 

could take place in acidic multi-component systems containing organics, iron, and chloride. 
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Chapter 4: Molecular Characterization and the Effects of SO2 on Biodiesel 

and Diesel Fuel Secondary Organic Aerosol 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

*Note that statements in sections 4.1-4.5 were based on available literature at the time of the 
publication submission (May 2015). 
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4.1. Abstract 

Secondary organic aerosol (SOA) of photooxidized diesel fuel, biodiesel fuel, and 20% 

biodiesel fuel/80% diesel fuel mixture was prepared under high-NOx conditions in the presence 

and absence of sulfur dioxide (SO2), ammonia (NH3), and relative humidity (RH). The 

composition of particulate organic compounds in SOA was measured using several analytical 

techniques including aerosol mass spectrometry (AMS), high-resolution nanospray desorption 

electrospray ionization mass spectrometry (nano-DESI/HRMS), and ultra-high resolution 21 

Tesla Fourier Transform ion cyclotron resonance mass spectrometry (21T-FTICR/uHRMS). 

Results showed that sulfuric acid and condensed organosulfur species formed in photooxidation 

experiments with SO2 were present in the particles. The high humidity (RH 90%) experiments 

had less organosulfur species than experiments done under dry conditions, but its most intense 

organosulfur peak, C6H6SO3, most likely benzene sulfonic acid, was larger than in any other 

sample. There was strong overlap of organosulfur species observed in this study with previous 

field and chamber studies of organosulfur species. Many mass spectrometry peaks of 

organosulfates (R-OS(O)2OH) in field studies that were previously designated as biogenic or of 

unknown sources might have originated from anthropogenic sources, such as photooxidation of 

hydrocarbons present in diesel and biodiesel fuel. 

4.2. Introduction 

Atmospheric aerosol particles contribute significantly to decreased visibility,1 increased 

morbidity and premature mortality,2 and the uncertainty in atmospheric models.3 In particular, 

organic aerosols which contain thousands of organic compounds,4 are significant and sometimes 

the major component of particles, providing up to 90% of the submicron particle mass.5 Organic 

aerosols directly emitted into the atmosphere from sources such as vehicles, industrial 
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processing, biomass burning, and sea spray, are known as primary organic aerosols (POA). 

Oxidation of volatile organic compounds (VOCs) in the atmosphere form low vapor pressure 

multifunctional organics that condense into secondary organic aerosols (SOA) which can amount 

to 50-85% of the overall contribution to organic aerosols.6  

Atmospheric models have improved over the last decade, but the SOA budget in urban 

areas is still currently underpredicted7, 8 because the mechanisms of formation and growth of fine 

particles remain highly uncertain. Urban regions contain a complex mixture of both natural and 

anthropogenic primary and secondary air pollutants. The most important primary particulate 

matter with diameters less than or equal to 2.5 µm, (PM2.5), emission source is traffic, accounting 

for up to one-third of the PM2.5 mass.9 Emissions of diesel vehicle exhaust can contain a large 

contribution from unburned fuel, which can dominate vehicle emissions of reactive gas-phase 

carbon that can act as a source of newly formed SOA.10 Similarly, biodiesel fuel exhaust can also 

contain unburned fuel, such as fatty acid methyl esters (FAMEs).11 Such products of incomplete 

combustion and incomplete catalytic converter oxidation may be efficient SOA precursors.12 

Other sources of fugitive oil and natural gas emissions of non-methane hydrocarbons (NMHCs) 

exist such as oil spills, refinery processing, and hydraulic fracturing.13-15   

In more polluted regions, the photooxidation of VOCs may occur in the presence of 

sulfur dioxide (SO2) to form organosulfates (R-OS(O)2OH). Several studies have investigated the 

effect of photooxidation in the presence of SO2 for precursors such as isoprene, alpha-pinene, 

toluene, 1,3,5-trimethylbenzene, xylene, octane, and gasoline exhaust.16-21  During 

photooxidation, SO2 can be converted to sulfuric acid by hydroxyl radicals,22 and by reactive 

uptake onto particles involving heterogeneous oxidation of SO2 by ozone or hydrogen 
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peroxide.23  Sulfate seed particles with varying acidity have also been used to form 

organosulfates in SOA where their formation is most prominent under higher acidity.24-27 

The possible formation routes of organosulfates via reactions of organics with sulfur-

containing oxides, acids and radicals, which will further be referred to as “sulfate nucleophiles”, 

include: (1) epoxide ring opening, (2) addition to protonated carbonyls, (3) substitution of 

organonitrates, (4) esterification of alcohols or enols, and (5) radical initiated reactions.28-30  

Epoxides can be protonated under acidic conditions making them more susceptible to attack 

from sulfate nucleophiles, forming β-hydroxysulfates. Similarly, protonated carbonyls can react 

with sulfate nucleophiles,29 which could form α-hydroxysulfates.  Substitution of tertiary 

organonitrates with sulfate can rapidly occur, even over a full range of pH.31   

Minerath et al.32 has suggested that esterification of alcohols is kinetically infeasible for 

low temperatures of the upper tropospheric aerosols using methanol as the model alcohol and 

conducting aqueous experiments, but did note that Kane et al.33 had a rate constant for sulfur 

esterification of 11 orders of magnitude larger than Minerath et al.’s extrapolated rate constant. 

The main difference between these two studies was the homogenous versus heterogeneous 

exposure of methanol to sulfuric acid. The discrepancy in rate constants between these two 

studies may be due to this difference in experimental design where Kane et al.33 and Minerath et 

al.32 investigated primarily surface and bulk chemistry, respectively. Furthermore, it was more 

recently observed that esterification of alcohols is more efficient in sulfuric acid aerosol than in 

solution.34 Additionally, ketones may tautomerize to their enol form and then undergo 

esterification.35  Sulfate radicals were proposed by Nozière et al.36 to form in atmospheric 

aerosols from the reaction of hydroxyl radicals with bisulfate anions. The organosulfate species 
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found in that study were explained by the addition of sulfate radicals to double bonds and further 

aging by hydroxyl radicals.   

Most of the previous experiments on organosulfur formation started with seed aerosols 

(or bulk solution) containing sulfuric acid or sulfates. Such seeded experiments may potentially 

miss alternative organosulfur formation pathways, such as direct SO2 reactions with organic 

species. If ozone is present or formed during photooxidation it can react with alkenes to produce 

Criegee intermediates which then could react with SO2.
19, 37 Also, a recent paper observed the 

uptake of SO2 on oleic acid in the absence of ozone, in the dark, described by the direct addition 

of SO2 to double bonds.38 In summary, multiple pathways for incorporation of sulfur in SOA 

organic compounds have been proposed and the relative role of these processes is still unknown.  

In this study, SOA was generated from the photooxidation of diesel fuel and biodiesel 

fuel in chamber experiments to represent the possible photooxidative aging of unburned or 

evaporated fuel. The effects of anthropogenic pollution, such as the presence of NOx, SO2, and 

NH3, along with changes in relative humidity on the composition of fuel SOA were investigated. 

With help of high resolution nanospray desorption electrospray ionization mass spectrometry 

(nano-DESI/HRMS) and ultrahigh resolution and mass accuracy 21 Tesla Fourier Transform Ion 

Cyclotron Resonance Mass Spectrometry (21T-FTICR/uHRMS), we demonstrated that 

organosulfur compounds are efficiently produced in presence of SO2, without pre-existing sulfate 

seed aerosols. Unique organosulfur species were categorized into four subsets (compounds with 

an aliphatic side chain, compounds with formula CcHhSO3, compounds with formula CcHhSO4, 

and aromatic compounds) and compared to previous field and laboratory studies. Based on our 

data, some of the organosulfates in field studies that were previously designated as biogenic or of 

unknown origin might have originated from anthropogenic sources, such as photooxidation of 
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hydrocarbons present in diesel and biodiesel fuel. These results contribute to our understanding 

of the formation mechanisms of organosulfates in SOA.  

4.3. Experimental 

 4.3.1. Fuel Precursor Analysis 

The compositions of diesel fuel (No 2 Fluka UST148) and biodiesel fuel (VHG labs 

BDBLEND-100P) were analyzed using 2D gas chromatography vacuum ultraviolet high 

resolution time-of-flight mass spectrometry (GC/VUV/MS).39-41 Samples were diluted (100:1) in 

methylene chloride (HPLC grade, Sigma-Aldrich). The diluted samples were directly injected 

into a liquid nitrogen cooled inlet for cryo-focusing on a quartz wool inlet liner at -25°C (CIS4, 

Gerstel Inc.). Injection onto the gas chromatograph (GC) column was achieved by rapid heating 

of the CIS (10°C/sec) up to 320°C under a flow of helium. Analytes were separated using an 

Agilent 7890 GC equipped with a non-polar primary column (60 m × 0.25 mm × 250 μm Rxi-

5Sil-MS; Restek) using a flow rate of 2 ml/min of helium. The GC temperature program was 

40°C with 5 min hold, 3.5°C min-1 up to 320°C, and a final hold at 320°C for 10 min. Following 

GC separation analytes were ionized using a vacuum-ultraviolet photon beam at 10.5 eV and 

then detected using a high-resolution (m/Δm ≈ 4000) time-of-flight mass spectrometer (HRTOF, 

Tofwerk). Data were collected at 100 Hz and signal averaged to 0.5 Hz. The transfer line from 

the GC to the TOF was maintained at 270°C. To minimize fragmentation in VUV, the ion source 

was operated at 170°C. The VUV photon flux of ~1016 photons/cm2·sec was generated by the 

Chemical Dynamics Beamline 9.0.2 of the Advanced Light Source (ALS) at Lawrence Berkeley 

National Laboratory.  
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 4.3.2. Chamber Generation of SOA 

 The photooxidation of diesel fuel (DSL) and biodiesel fuel (BDSL) was performed in a 5 

m3 TeflonTM chamber in the absence of seed particles with 260 ppb of NOx, and with differing 

levels of humidity, SO2, and NH3. Experimental conditions are summarized in Table 4.1. 

Hydrogen peroxide (H2O2) was used as a hydroxyl radical (OH) precursor. A measured volume 

of H2O2 (Aldrich; 30% by volume in water) was added to the chamber by evaporation with a 

stream of zero air to achieve a final concentration of 2 ppm of H2O2. Then, NO and/or SO2 were 

introduced to the chamber from pre-mixed gas cylinders. In the case that NH3 was present, a 1/10 

dilution of an ammonium hydroxide aqueous solution was prepared from (Fisher, 14.8 N) and 

was evaporated into the chamber. Dichloromethane solutions of diesel fuel and/or biodiesel fuel 

were added in the same manner, and the chamber content was mixed for several minutes using a 

TeflonTM-coated fan. The photooxidation was driven by radiation from UV-B lamps 

(FS40T12/UVB, Solarc Systems Inc.) with an emission centered at 310 nm. A scanning mobility 

particle sizer (SMPS, TSI 3080 Electrostatic Classifier and TSI 3775 Condensation Particle 

Counter) and an Aerodyne Time-of-Flight Aerosol Mass Spectrometer (AMS) monitored the 

SOA particles formed in the chamber while O3 and NO/NOy data were recorded by a Thermo 

Scientific model 49i ozone analyzer and a Thermo Scientific model 42i-Y NOy analyzer.   

4.3.3. Filter Collection and Analysis of SOA Particles 

SOA was sent through either a denuder train (3 m in length total) or a short denuder and 

collected on poly-(tetrafluoroethylene) (PTFE) filters (Millipore 0.2 μm pore size) via impaction. 

The longer denuder train removed more volatile species (something we intended to do for a 

parallel set of experiments on photolysis of SOA). Filter samples were then sealed and frozen 
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Table 4.1. Experimental conditions for chamber generated fuel SOA. Sample number, sample 

code name, reactant concentrations, relative humidity (RH), and SOA mass concentration are 

listed. The SOA mass concentrations are reported as maxima reached at the end of 

photooxidation (3 hr). 

 

aSamples that were sent through a longer denuder train before collection.  
for offline analysis nano-DESI/HRMS.42 After the frozen filter samples were allowed to 

equilibrate to room temperature and were unsealed, they were analyzed with nano-DESI/HRMS 

(Thermo Fisher Scientific Inc, Waltham, MA) in negative mode using acetonitrile (Fisher) as the 

solvent bridge (samples 10-12 had a solvent bridge of ACN/H2O 70%). The spray voltage and 

heated capillary temperature were 3.5-4 kV and 250-270 °C. Several samples (labeled 2, 7, 9, 

and 10-13 in Table 4.1) were also recorded with 21T-FTICR/uHRMS for comparison at the 

Environmental Molecular Sciences Laboratory operated by the Pacific Northwest National 

Laboratory. 21T-FTICR/uHRMS spectra were recorded by direct infusion in negative mode with 

a sample flow rate, spray voltage, and capillary temperature of 0.5 µL/min, 2.4 kV, and 300°C, 

respectively.  

 

 

 

Sample Sample Code Precursor Fuel (ppb) SO2 (ppb) NH3(ppb) RH (%) [SOA] (µg/m3) 
1 DSL/NOx DSL 216 0 0 < 2 260 
2 DSL/NOx/SO2 DSL 216 200 0 < 2 510 
3 DSL/NOx/SO2/NH3 DSL 216 200 1000 < 2 510 
4 DSL/NOx/RH DSL 216 0 0 90 360 
5 DSL/NOx/SO2/RH DSL 216 200 0 90 470 
6 BDSL/NOx BDSL 160 0 0 < 2 45 
7 BDSL/NOx/SO2 BDSL 160 200 0 < 2 85 
8 MIX/NOx 20% BDSL/DSL 32/173 0 0 < 2 220 
9 MIX/NOx/SO2 20% BDSL/DSL 32/173 200 0 < 2 370 
10 DSL/NOx

a DSL 216 0 0 < 2 330 
11 DSL/NOx/SO2

a DSL 216 200 0 < 2 630 
12 DSL/NOx/SO2-higha DSL 216 570 0 < 2 720 
13 DSL/NOx/SO2/NH3

a DSL 216 200 110 < 2 530 
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4.4. Results and Discussion 

 4.4.1. Fuel Precursors and SOA Generation 

 The diesel fuel composition was much more complex than the biodiesel fuel and was 

composed of 25% aromatics and 75% aliphatics with an average carbon number, Cn, of 14 

(Figure 4.1), very similar to previous literature reports.39  The polycyclic aromatic hydrocarbons 

(PAHs) in the diesel fuel were dominated by methylated naphthalenes, with between 1-3 methyl 

groups. The photooxidation SOA yield generally decreases in the order: aromatics, cycloalkanes, 

n-alkanes or multi-ring aromatics, and branched alkanes.43, 44  All of these components, including 

the high SOA yielding aromatic compounds, such as naphthalene, were observed in diesel fuel, 

confirming that this fuel sample should produce SOA in reasonable yields.  

 

 

 
Figure 4.1. Mass fraction of species in diesel fuel from GC/VUV/MS analysis as a function of 

the carbon number (Cn) of detected molecules. Species are stacked in the bar graph such that the 

height of the combined bars for a specific Cn represents the mass fraction. 
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The major known components of soybean oil are linoleic acid (55%), oleic acid (18%), 

linolenic acid (10%), palmitic acid (10%), and stearic acid (4%).45 The biodiesel fuel used in this 

study consisted of primarily C19 (~85%) and C17 (~15%) FAMEs of the original fatty acids found 

in soybean oil. Small amounts of C21 and C23 FAMEs were also observed. The most abundant 

FAMEs were methyl linolate and methyl oleate, which were methyl esters of the most abundant 

fatty acids in soybean oil. The presence of unsaturated FAMEs makes biodiesel more reactive 

than diesel. The unsaturated FAMEs in biodiesel fuel such as methyl oleate, methyl linoleate, 

and methyl linolenate have one, two, and three double bonds as possible sites for OH or SO2 

addition. However, the larger reactivity of biodiesel may be counteracted by the tendency of 

FAMEs to fragment, which reduces the SOA yields. The photooxidation of long chain esters, 

such as the FAMEs in biodiesel fuel, has not been well studied, but FAMEs have been observed 

to preferentially degrade rather than just functionalize.46, 47  

An example of a time profile of SOA formation from diesel is plotted in Figure 4.2. 

Particles formed within minutes after photooxidation started and grew to a maximum mass 

concentration after 3 hours, at which point the SOA collection for offline measurements started. 

We estimated the SOA yields for each experiment by normalizing the SMPS-measured mass 

concentration of SOA to the initial mass concentration of the injected fuel vapors (Figure 4.3a). 

None of the compounds in the fuel precursors were monitored during photooxidation, but an 

assumption was made that the majority of them fully reacted (based on our previous observations 

of chemistry in the same chamber) in order to calculate and estimate the SOA mass yields. Wall 

loss was not taken into account in the SOA yield calculations as well, so the SOA yields should 

be treated as relative. In general, the addition of SO2 increased the SOA yield (Figure 4.3a) and  
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Figure 4.2. Time profile of SOA formation from sample 1, DSL/NOx. Time zero corresponds to 

turning on the UV lamps. The AMS sampled throughout the entire experiment; particle sampling 

for high-resolution offline analysis started after 200 minutes of photooxidation when the particle 

mass concentration reached the maximum. 

 

             
Figure 4.3. a) Uncorrected yield and b) particle number-weighted geometric mean particle 

diameter of the SOA generated in the chamber. The index corresponds to the sample number in 

Table 1 (samples 6 and 7 are from BDSL, samples 8 and 9 are from the DSL/BDSL mixture, and 

the rest of the samples are from DSL). The samples are colored by the presence of SO2 and NH3. 
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particle diameter (Figure 4.3b) whereas the addition of NH3 caused a decrease from the base case 

of no SO2 present. The smaller observed SOA yield from BDSL (samples 6 and 7) was most 

likely due to the chemistry favoring degradation of FAMEs to smaller gaseous species (although 

we cannot rule out incomplete oxidation or unaccounted losses of biodiesel fuel in the injection 

lines). The 20% biodiesel experiments (samples 8 and 9) had SOA yields and particle diameters 

that were in between the values of the individual DSL and BDSL SOA samples of each fuel 

precursor. All samples had similar particle mean geometric diameters except for the BDSL 

samples which grew to smaller sizes.   

 4.4.2. Average Molecular Composition 

The average molecular formulas and ratios for every sample from the high-resolution 

mass spectrometry analysis are reported in Table 4.2. Mass spectral features with a minimum 

signal-to-noise ratio of 3 were extracted from the averaged mass spectra of both solvent 

background and sample using Decon 2LS software developed at PNNL 

(http://omics.pnl.gov/software/decontools-decon2ls). Background and sample peaks were 

clustered and the sample peaks that were less than 3 times larger than the background were 

removed. Mass spectral peaks were assigned molecular formulas as CcHhOoNnSs species with 

constraints of C: 1-40, H: 2-80, O: 0-35, N: 0-1, S: 0-1, O/C or O*/C: 0-1.2 (where O* is the 

number of oxygen atoms minus 3 to focus on the degree of oxidation that is not due to sulfate or 

sulfonate group addition), H/C: 0.3-2.25 were performed using the Molecular Formula 

Calculator (https://nationalmaglab.org/user-facilities/icr/icr-software) for ions of the type [M - 

H]- with a tolerance for Nano-DESI/HRMS and 21T-FTICR/uHRMS of m/z 0.001 and 0.0005. 

Species absent both or either N or S will be described as CHO, CHON, or as CHOS. Some
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organosulfur species were seen in 21T-FTICR/uHRMS, but not in nano-DESI/HRMS mass 

spectra. This was most likely caused by the different ionization methods and atmospheric 

pressure interfaces of the mass spectrometers. Nano-DESI may emphasize smaller, more 

oxidized compounds that dissolve rapidly in the working solution, whereas the ESI source in the 

21T FTICR instrument relies on a direct infusion of a pre-dissolved sample. Furthermore, the 

ions from the nano-DESI source were injected into vacuum through a tube lens/skimmer 

configuration, whereas ions entered the 21T FTICR instrument through a stacked ring ion guide 

similar to an ion funnel that promotes more efficient ion transfer at the atmospheric pressure 

interface.48 A steeper DC electric field gradient in the nano-DESI instrument atmospheric 

pressure interface yielded more energetic ion-neutral collisions in this region. Organosulfates 

tend to fragment easily into HSO4
-, and more of them could be lost to fragmentation in the nano-

DESI/HRMS instrument. Also, the detection of more organosulfates with 21T-FTICR/uHRMS 

may have been due to its higher resolution and sensitivity than nano-DESI/HRMS. 

Aromatics and PAHs originally in the diesel fuel appeared to have generated DSL SOA 

with ring-opening reactions where the initial large structures were not conserved. We base this 

assertion on the fact that the carbon number distribution of the aromatics (and PAHs) in the 

diesel fuel shifted to smaller numbers in the SOA as seen in Figure 4.4. Aside from this specific 

trend in aromatics, the overall average carbon numbers (Table 4.2) in the DSL SOA were smaller 

than the average carbon number in the diesel fuel. The BDSL SOA also had a smaller average 

carbon number than the major C17 and C19 compounds in the biodiesel fuel, consistent with some 

degradation during the photooxidation. Overall, the photooxidation of these fuels generated 

smaller species on average in most of the SOA. 
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The average O/C and H/C ratios for the fuel samples that were photooxidized in the 

presence of NOx did not show any significant difference between samples (samples containing 

SO2 will be discussed later). The SOA generated with biodiesel fuel showed just a small increase 

in H/C and, subsequently, a decrease in DBE relative to the diesel fuel samples. The biodiesel 

fuel did not contain a large degree of unsaturation to begin with unlike the aromatics and PAHs 

of the diesel fuel.  

 
Figure 4.4. Comparison of aromatic species in diesel fuel and DSL SOA. Mass fraction of 

aromatics and PAHs of diesel fuel a) and mass spectral relative intensities of the dry b) and 

humid c) DSL SOA samples are overlaid in bar plots. Relative intensities of SOA samples are 

normalized to fractions such that the sum of relative intensities of all of the peaks in an 

individual sample is 1; the relative intensities of mass spectral peaks of the same Cn were added.
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4.4.3. Photooxidation of BDSL/DSL Mixture 

As diesel and biodiesel fuel photooxidized with different rates and with different yields 

(Figure 4.3a), it was not clear how they would contribute to SOA in the photooxidation as a 

mixture of the two fuels. To explore this question, we attempted to decompose the high-

resolution mass spectra of the mixture to contributions from DSL and BDSL by their mass 

spectral patterns. Specifically, the MIX/NOx/SO2 sample mass spectrum was compared to the 

DSL/NOx/SO2 and BDSL/NOx/SO2 mass spectra that were recorded with 21T-FTICR/uHRMS. 

A least squares analysis was used to solve for coefficients “a” and “b” in Equation 4.1, below. 

Only peaks in the individual samples that overlapped with MIX/NOx/SO2 were used in the fit  

୑୍ଡ଼/୒୓౮/ୗ୓మܵܯ   =  a ∙ ୈୗ୐/୒୓౮/ୗ୓మܵܯ  +  b ∙ .ܙ୆ୈୗ୐/୒୓౮/ୗ୓మ                                               (۳ܵܯ ૝. ૚) 

 

analysis, but all peaks were later scaled by the coefficients and summed to represent a linear 

combination of mass spectra (Figure 4.5). The intensity weighted percent of the BDSL/NOx/SO2 

mass spectrum in the calculated linear combination was 18%, surprisingly close to its fuel 

precursor composition of 20% biodiesel in diesel fuel. There were some peaks lost in the mixed 

sample that were originally seen in the individual samples as well as some new peaks detected 

(Figure 4.6). Peak intensities were normalized such that the largest peak had a relative intensity 

(RI) of 100%. A Venn diagram of peak overlap is seen in Figure 4.7a where areas are 

proportional to the number of peaks; a version of the same diagram weighted by intensity is 

shown in Figure 4.7b. Although new peaks seen in MIX/NOx/SO2 only weighted as 3% of the 

overall intensity of the mass spectrum, they amounted to 65 peaks. The percent CHO, CHON, 
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Figure 4.5. 21T-FTICR/uHRMS spectra of 

observed peaks and new peaks in 

MIX/NOx/SO2 and a calculated spectrum of 

a linear combination of DSL/NOx/SO2 and 

BDSL/NOx/SO2 fit to overlapping peaks 

with the MIX/NOx/SO2 sample. 

 
Figure 4.6. The difference 21T-

FTICR/uHRMS spectra between observed 

and calculated MIX/NOx/SO2. New and lost 

peaks of individual samples relative to the 

observed sample are also plotted. Note the 

change in scale relative to Figure 4.5.

 

sample CHOS, and CHONS of the new peaks were 5%, 3%, 20%, and 72%, respectively. The 

largest peak in the BDSL/NOx/SO2 sample was lost in the mixed sample, C8H18O8S (100% RI), 

whereas the rest that were lost were less than 20% RI. The DSL/NOx/SO2 peaks lost in the mixed 

sample were 10% RI or less. Under high NOx conditions used in this experiment, cross-reactions 

between alkyl peroxy radicals in diesel fuel and biodiesel fuel SOA are highly unlikely to occur 

in the gas-phase. The new and lost peaks in the organic composition of MIX/NOx/SO2 are most 

likely attributed to condensed-phase or heterogeneous reactions following the particle formation.
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Figure 4.7. Venn diagrams of the overlap of peaks between DSL/NOx/SO2 (A), BDSL/NOx/SO2 

(B), and MIX/NOx/SO2 (C) weighted by a) the number of peaks and b) the intensity of peaks.

4.4.4. Formation of Organosulfur Species with the Addition of SO2 

There is a clear trend in Figure 4.8 of increasing organosulfur species, CHOS and 

CHONS, in nano-DESI/HRMS mass spectra with the addition of SO2. The intensity weighted 

percent CHO, CHON, CHOS, and CHONS are presented as pie charts in Figure 4.8, and the 

corresponding values for all SOA samples are listed in Table 4.3. With the increase in SO2, the 

fraction of CHOS and CHONS peaks goes from negligible to dominant. When the amount of 

SO2 was almost tripled from DSL/NOx/SO2
a to DSL/NOx/SO2-higha the percent CHOS also 

tripled from 17% to 51%; the amount of CHONS also increased. A similar trend is also seen for 

other samples as well, in which the amount of SO2 was increasing (Figures 4.9-4.12).  

AMS data also supported the formation of condensed organosulfur species with the 

addition of SO2. These experiments were conducted without the presence of sulfate seed, so to 

better observe the formation of particulate organosulfur species in AMS data, bar plots of 

sulfates are reported relative to organics (Figure 4.13). The sulfates:organics ratio increased from 

a) b) 
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samples 2 to 3 and from samples 11 to 13 where NH3 was added to the DSL SOA that already 

contained SO2. Although NH3 could neutralize some of the SOA acidity, it could also, at the 

same time, increase the amount of seed aerosol for vapors to condense on. The DSL SOA sample 

with the largest amount of SO2 added, sample 12, increased in sulfates:organics relative to 

sample 11 (as well as sample 2), which had less SO2 added. The BDSL/NOx/SO2 sample had the 

largest sulfates:organics ratio of all samples by far. This is most likely due to the low SOA yield 

of the base case, BDSL/NOx, owing to it favoring degradative processes from photooxidation, as 

previously mentioned. As the SOA yield of BDSL/NOx was smaller than the other samples to 

begin with, any additional SOA formed from the presence of SO2 would have had a larger effect 

in the sulfates:organics ratio. Although the MIX/NOx/SO2 sample only contained 20% biodiesel, 

it was enough to increase the sulfates:organics ratio from the DSL/NOx/SO2 sample.  

The SO2 addition makes compounds with lower double bond equivalent (DBE, the 

combined number of double bonds and rings in the molecule; Equation 4.2) appear more 

prominently in the mass spectrum. Figure 4.14, which plots DBE as a function of carbon 

number, shows that with the increase in SO2, the relative contribution of low DBE values clearly 

increases. In fact, DBE=0 compounds, with no C=C and C=O double bonds or rings, become 

visible in samples containing SO2 (note that sulfate -OS(O)2OH and sulfonate -S(O)2OH groups 

do not contribute to DBE calculated with Equation 4.2). The average DBE values listed in Table 

4.2 decrease with the SO2 addition. Most likely, this is the effect of converting poorly-ionizable 

molecules with low oxidation states into sulfur-containing compounds that ionize readily.  
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Figure 4.8.  The effect of SO2 addition on the nano-DESI/HRMS spectra of diesel fuel SOA 

(longer denuder samples a) 10, b) 11, and c) 12). The peaks are colored by elemental 

composition. Pie charts are intensity-weighted elemental composition of the peaks. 

Table 4.3.  Composition of species in SOA samples from nano-DESI/HRMS spectra. Data for 

samples that were also recorded with 21T-FTICR/uHRMS are provided in parentheses. 

Sample # Sample Code % CHO % CHON % CHOS % CHONS 

1 DSL/NOx 67 33 - - 

2 DSL/NOx/SO2 2 (8) 8 (0) 47 (92) 43 (0) 

3 DSL/NOx/SO2/NH3 5 5 59 31 

4 DSL/NOx/RH 91 9 - - 

5 DSL/NOx/SO2/RH 71 7 17 5 

6 BDSL/NOx 87 13 - - 

7 BDSL/NOx/SO2 17 (4) 11 (8) 44 (80) 28 (8) 

8 MIX/NOx 77 23 

9 MIX/NOx/SO2 10 (4) 16 (8) 34 (80) 40 (8) 

10 DSL/NOx
a 97 (96) 3 (4) - - 

11 DSL/NOx/SO2
a 81 (3) 1 (0) 17 (95) 1 (2) 

12 DSL/NOx/SO2-higha 43 (3) 0 (0) 51 (94) 6 (3) 

13 DSL/NOx/SO2/NH3
a 11 (3) 5 (0) 81 (93) 3 (3) 

            a Samples that were sent through a longer denuder train before collection.
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Figure 4.9. nano-DESI/HRMS spectra of 

diesel fuel SOA a) sample 1 (DSL/NOx) and 

b) sample 2 (DSL/NOx/SO2) colored by 

composition.  Pie charts are intensity 

weighted %CHONS composition of peaks. 

Figure 4.10. nano-DESI/HRMS spectra of 

diesel fuel SOA high humidity a) sample 4 

(DSL/NOx/RH) and b) sample 5 

(DSL/NOX/SO2/RH) colored by 

composition.  Pie charts are intensity 

weighted %CHONS composition of peaks.

 
 

 

 

 

 

 

 

 

 

Figure 4.11. nano-DESI/HRMS spectra of 

mixed fuel SOA a) sample 8 (MIX/NOx) 

and b) sample 9 (MIX/NOx/SO2) colored by 

composition.  Pie charts are intensity 

weighted %CHONS composition of peaks. 

 
Figure 4.12. nano-DESI/HRMS spectra of 

biodiesel SOA samples a) 6 (BDSL/NOx) 

and b) 7 (BDSL/NOx/SO2) colored by 

composition.  Pie charts are intensity 

weighted %CHONS composition of peak.
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Formation of organosulfates by sulfuric acid mediated mechanisms requires some water. 

Although most SOA samples were prepared under dry conditions (RH < 2%), residual water 

from the chamber and also that from the addition of the aqueous hydrogen peroxide solution may 

have been sufficient to form sulfuric acid and sulfate nucleophiles. There is also a possibility that 

the organic particles dissolved some of the SO2 and SO3 formed in the chamber to further 

promote heterogeneous sulfuric acid and organosulfur species formation. As previously 

mentioned, sulfur dioxide can react directly with organics by addition to double bonds. SO2 is 

also highly reactive towards Criegee intermediates which may be present in the chamber once 

ozone is produced. The addition of SO2 may promote the formation of organosulfates by 

increasing the acidity of the particles, but also, in turn, increases the amount of available 

nucleophile.  

 

Figure 4.13. Bar plot of AMS sulfate to organics data for SO2 containing fuel SOA samples.
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Figure 4.14.  Double bond equivalent 

(DBE) as a function of carbon number (Cn) 

for diesel fuel SOA samples a) 10, b) 11, 

and c) 12. The intensities of peaks with a 

specific Cn and DBE were summed and then 

the marker size was weighted by this. Trend 

lines for specific types of species with 

increasing Cn are plotted in color.  The 

chemical formulas and DBE equations for 

these are as follows: graphene, Cn, DBE = 1 

+ C; cata-PAHs, C2n-6H(c+6)/2, DBE = 

0.75·Cn; polyenes, CnHn+2, DBE = 0.5·Cn; 

terpenes, C5nH8n, DBE = 0.2·Cn + 1; 

saturated compounds, CnH2n+2, DBE = 0. 

 

ܧܤܦ      = 1 + ܥ − 2ܪ + 2ܰ .ࢗࡱ)                                                                                                             ૝. ૛) 

 

The dry diesel SOA samples, DSL/NOx and DSL/NOx/SO2, showed that the addition of 

SO2 changed the average molecular formula to increase in C, H, O/C, H/C, and decrease in DBE 

(Table 4.2). The increase in the oxidation is most likely from the addition of a sulfate or 

sulfonate group, which carry several oxygen atoms. The dry biodiesel SOA samples BDSL/NOx 

and BDSL/NOx/SO2 showed a similar trend as well. In contrast, the humid diesel SOA sample, 

DSL/NOx/SO2/RH, showed a decrease in the average oxidation level and it did not contain as 

much sulfur as the other samples. Also, the DSL/NOx/SO2/RH sample did not have large m/z 

peaks of CHOS and CHONS unlike the rest of samples. There are several possible explanations 
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for this interesting effect of high humidity. One likely possibility is that high humidity, while 

promoting the conversion of SO2 into sulfuric acid in the chamber, actually reduced the effective 

acidity in the particles by diluting them with particle-bound water. The reduction in acidity must 

be sufficient to prevent acid catalysis of reactions that occur in the drier samples. For example, 

the presence of water in wet experiments may suppress the sulfate esterification reactions of 

hydroxyl groups. Clearly, the effect of humidity on DSL and BDSL oxidation is complicated and 

deserves further study.

4.4.5. Unique Subset of Organosulfur Species 

The CHOS species can be separated into four unique subsets. “Subset A” includes 

aliphatic species. The definition of “aliphatic” used in this thesis was described in the recent Tao 

et al.49 study; specifically, CHOS species with C > 8, DBE < 3, and 3 < O < 7 fell in this class. 

“Subset B” includes species with the formula CcHhSO3, which do not have enough oxygen atoms 

in them to be organosulfates. “Subset C” has the formula CcHhSO4, which could be interpreted as 

one sulfate group attached to an oxygen-free substituent or a sulfonate group attached to a 

substituent containing a single oxygen atom. “Subset D” includes aromatic species identified by 

a high aromaticity index (AI).50 Analysis of a large number of organic compounds showed that 

compounds with AI ≥ 0.5 are likely to be aromatic; and compounds with AI ≥ 0.67 are likely to 

be condensed aromatics.50  This study used a modified version of AI, AI* defined in Equation 

4.3, such that sulfur is not included in the calculation and that oxygen atoms are replaced by O*. 

The rationale for this adjustment of the AI definition is that the three O atoms directly bonded to 

the sulfur atom in sulfate and sulfonate groups are not reducing the number of available aromatic 

carbon atoms. 
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AI∗ = ଵ ା େ ି ୓∗ି ଴.ହ∙ୌେ ି ୓∗                                                                                                             (Eq. 4.3) 

 

The distribution of subsets A, B, C, and D between samples is listed in Table 4.4. Diesel 

fuel samples DSL/NOx/SO2, DSL/NOx/SO2/NH3, DSL/NOx/SO2
a, DSL/NOx/SO2-higha, and 

DSL/NOx/SO2/NH3
a were found to have an abundance of aliphatic CHOS species (subset A). 

Van Krevelen plots of DSL/NOx/SO2
a and DSL/NOx/SO2-higha for CHOS species are shown in 

Figure 4.15, with the subset A compounds shown by red markers. They are also obvious in the 

CH2-Kendrick diagram shown in Figure 4.16, which features prominent families of compounds 

with low DBE. These species were most likely formed via esterification of alcohols produced by 

the oxidation of aliphatic species in the diesel fuel. These compounds had high overlap with the 

compounds found in Shanghai particulate matter by Tao et al.,49 who also proposed an 

Table 4.4. Percent CHOS species and percent subsets of CHOS species for each sample.  Percent 

CHOS for each sample are weighted by the sum of the intensity of all peaks within that sample.  

The subsets of CHOS species are weighted by the sum of the intensity of only CHOS peaks for 

each sample: aliphatic (A), CcHhSO3 (B), CcHhSO4 (C), and aromatic (D) with an average 

aromatic index (AI*). An “x” denotes that peaks of that specific type were not observed. 

 

Sample # Sample Code %CHOS 
CHOS Subsets 

%A %B %C %D  <AI*> of D 

2 DSL/NOx/SO2 47 (92) 30 (37) 1 (x) 3 (4) 3 (0.2) 0.62 (0.50) 

3 DSL/NOx/SO2/NH3 59 42 x 5 0.3 0.58 

5 DSL/NOx/SO2/RH 17 0.4 17 20 32 0.57 

7 BDSL/NOx/SO2 44 (80) 1 (13) x (2) 2 (3) 4 (2) 0.72 (0.74) 

9 MIX/NOx/SO2 34 (80) 25 (37) 29 (x) 9 (5) 37 (0.3) 0.63 (0.51) 

11 DSL/NOx/SO2
a 17 42 x (0.4) 4 x (0.1) x (0.50) 

12 DSL/NOx/SO2-higha 51 (94) 32 (33) x (2) 7 (7) x (0.1) 0.61 (0.50) 

13 DSL/NOx/SO2/NH3
a 81 (93) 62 (57) 0.5 (1) 4 (3) 0.5 (0.3) 0.59 (0.53) 

  a Samples that were sent through a longer denuder train before collection. 
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esterification mechanism for their formation as well as possible contribution from primary 

sources. Dry diesel SOA samples with NH3 present had the largest percentage of aliphatic CHOS 

species (about 60% of detected CHOS were in subset A), whereas the humid diesel and dry 

biodiesel samples had the lowest (< 2%). The effect of humidity can be attributed to the 

suppression of esterification by particle water, as discussed above. The effect of ammonia is 

counterintuitive as it is expected to reduce the particle acidity by neutralizing sulfuric acid and 

suppress the esterification processes; on the other hand, it increases the overall amount of sulfate 

nucleophiles in the particles. The reason for the low abundance of subset A compounds in the 

BDSL sample is unclear.  

 
Figure 4.15. Van Krevelen diagrams of 

CHOS species (CHO and CHONS not 

shown) for a) sample 11 (DSL/NOx/SO2, 

long denuder) and b) sample 12 

(DSL/NOx/SO2-high, long denuder). O* is 

the number of oxygen atoms minus 3 to 

emphasize the degree of oxidation that is not 

due to the sulfate group addition. Unique 

aliphatic CHOS species, distinguished by 

O* < 4 and DBE < 3, are shown in red. 

 

Subset B compounds, which have only 3 oxygen atoms in them in addition to sulfur, are most 

likely organosulfonates (R-SO3H) which were recently observed in chamber experiments.25 The 

MIX/NOx/SO2 and DSL/NOx/SO2/RH had the largest percent of CHO compounds falling into 

subset B, whereas the other samples had less than 2%. The high humidity diesel sample, 
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DSL/NOx/SO2/RH, had a large peak (35% RI) for benzene sulfonic acid. The most intense 

sulfonates of MIX/NOx/SO2 sample were C21H14SO3 (18% RI), C23H18SO3 (90% RI), and 

C24H20SO3 (100% RI, i.e., the largest peak in the spectrum), C25H22SO3 (71% RI), C26H14SO3 

(38% RI). All of these species have the same general formula CnH2n-28SO3, all with DBE values 

of 15. This implies that these compounds correspond to sulfonates of substituted benzopyrene 

(C20H12, DBE =15).  

 
Figure 4.16. Kendrick mass defect CH2 plot for CHOS species of DSL/NOx/SO2

a, sample 11. 

The mass spectral peaks are colored by DBE and shaped by the total number, x, of oxygen atoms 

(as SOx). Prominent families are labeled with general chemical formulas. 

 

The CcHhSO4 species in subset C, which may be hydroxy or keto-sulfonates or 

organosulfates, were most abundant in the DSL/NOx/SO2/RH sample. Considering that the same 

sample also had a high fraction of subset B compounds, believed to be sulfonates, it is likely that 
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keto- and hydroxyl- sulfonates also contribute to group C. The diesel sample with the largest 

amount of added SO2, sample 12, had the largest intensity peaks for subset C and showed a clear 

pattern of the molecular formulas of CnH2nSO4 for 2 < C < 15, which could be keto-sulfonates of 

saturated compounds or sulfates of unsaturated ones. Less intense mass spectral peaks of these 

molecular formulas were also seen in sample 11 (Figure 4.16) as well as other diesel fuel 

samples except for the high humidity one.   

The sample with the highest fraction of aromatic CHOS (subset D) was MIX/NOx/SO2; 

the other samples had fewer than 5% of CHO species falling in this category. We mentioned 

above that aromatics in diesel fuel appeared to undergo ring-opening reactions that shifted the 

average size of the aromatic species to lower carbon numbers, and reduced the degree of 

aromaticity. The addition of biodiesel fuel to the mix appeared to have an inhibitory effect on 

these reactions, resulting in a larger fraction of aromatic products. Interestingly, the largest 

aromatic species of MIX/NOx/SO2 were also organosulfonates, the same peaks previously 

emphasized for subset C. It could be that aromatic sulfonates undergo ring-opening reactions 

after being further oxidized and that the presence of reactive biodiesel components competes 

with this secondary oxidation of aromatic CHOS. Although this is possible, this same 

observation of abundant subset B and D in MIX/NOx/SO2, was not seen in FTICR data; there 

was less than 1% of these subsets. 

4.4.6. Comparison of CHOS Species to Previous Literature 

 There is a large overlap of organosulfur mass spectral peaks in this fuel photooxidation 

study with previous literature from both field and chamber measurements.24, 25, 49, 51-53 To better 

illustrate this point, the CHOS species observed in a few selected studies are compared with the 

same species in the DSL/NOx/SO2 sample on a DBE vs. carbon number plot (Figure 4.17). Most 
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assigned CHOS species listed in the supplementary information section of the field study by Tao 

et al.49 are observed in the diesel fuel SOA in this study. For example, we observed the 

CnH2n+2SO4 family of compounds, highlighted in the Kendrick plot in Figure 4.16, that 

represented a dominant family of organosulfur species in Tao et al.49 data.  Note that we are not 

suggesting that only diesel fuel SOA is responsible for the mass spectra in Tao et al.49 data, but 

that the data in this study has high overlap, especially with aliphatic organosulfur species. 

Previous literature on lab-generated SOA of long alkanes24 and SOA of naphthalene (NAP) and 

2-methyl-naphthalene (2mNAP)25 by Riva and co-authors was also compared.  The largest 

overlap of DSL/NOx/SO2 with Riva et al.25 aromatic data is for peaks from NAP, C10H10SO7 and 

C10H10SO6, and 2mNAP, C11H12SO7, SOA of the type CnH2n-10SO6-7 with DBE values of 6 

suggested to be organosulfates.   

 

 
Figure 4.17. Carbon number distribution for CHOS species observed by Tao et al. (2014), Riva 

et al. (2015), and Riva et al. (2016) where points are colored by source. The data from this study 

for the diesel SOA sample 2 (× symbols) are only included in the plot when the formula overlaps 

with one of the formulas previously reported in the literature. The size of the × is weighted by 

Log(Intensity·10). 
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As mentioned previously, the high humidity sample had less organosulfur species in the 

mass spectra. This may be due to a dilution of the sulfate nucleophile as well as a decrease in the 

acidity.54 Interestingly, the largest intensity peaks of the humid sample, DSL/NOx/SO2/RH, that 

overlapped with both Tao et al.49 data and Riva et al.25 naphthalene data were C7H6SO5 and 

C8H8SO5. These peaks had DBE values of 5 and were of the general chemical formula CnH2n-

8SO5, which Riva found to be organosulfonates in the 2mNAP SOA. Although the Riva et al.25 

paper reported that RH appeared to have little effect on the formation of sulfonates and 

organosulfates for 2mNAP SOA in general, specifically in the case of these two organosulfates 

found in our high humidity samples, the concentrations increased with increasing the RH for 

each specific acidity (Riva et al.25 samples from 10/20/2014 and 10/25/2014). The aromatic peak 

observed in the high humidity sample that was also seen in Riva et al.,25 C6H6SO4, is most likely 

hydroxy benzene sulfonic acid.  The largest overlap of the biodiesel fuel sample was with Tao et 

al.49 data for peaks of C6H10SO6 (also the most intense CHOS peak in general), C6H12SO6, and 

C8H16SO6. 

4.5. Atmospheric Implications 

This is the first study of organosulfates in SOA formed in the photooxidation of diesel 

and biodiesel fuel. It was observed that the presence of SO2 increased the particle geometric 

mean diameter of SOA particles and formed numerous organosulfur species even under dry 

conditions. The suppression of organosulfur compounds under humidified conditions was not 

expected because most previous studies have observed higher yields of organosulfur species at 

elevated relative humidity. However, the previous studies relied on sulfate-containing seed 

particles, and could miss several important organosulfur formation pathways that are unique to 

SO2 chemistry such as the direct addition of SO2 to unsaturated species and reaction of SO2 with 
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Criegee intermediates.19, 37, 38  The high overlap of the organosulfur species observed in this 

study with previous field studies suggest that these alternative mechanisms of organosulfur 

formation could be important in the atmosphere, and they deserve additional scrutiny.   

Many organosulfur species in field data that were previously appointed as biogenic in 

origin or labeled as species of unknown origin were also found amongst the products of 

photooxidation of diesel and biodiesel fuel in this study. For example, the organosulfur peak of 

formula C5H10SO5 was previously assigned to an unknown51 or isoprene49 source, and another 

peak, C9H16SO7, was assigned to limonene51, 52 or to a monoterpene.49 Both of these formulas 

were prominently present in the DSL SOA mass spectra suggesting that they could also be of 

anthropogenic origin. A number of other examples were found of the overlap of CHOS species 

with those observed in previous measurements. The implication of these results is that one has to 

be more careful about assuming the origin of the organosulfur species based only on their 

formula.  

This work observed that the high-resolution mass spectrum of SOA from a mixture of 

diesel and biodiesel fuel precursors can be reasonably represented as a combination of mass 

spectra of the individual precursor SOA. The peak loss and formation of unique new species in 

the mass spectrum of the mixture suggest that cross reactions occur between the mixed SOA 

compounds, presumably in the particle phase. It would be interesting to examine the prevalence 

of condensed-phase cross reactions between SOA compounds, and their effect on key physical 

properties of SOA, using similar high resolution mass spectrometry techniques. 
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Chapter 5: Direct Photolysis of α-Pinene Ozonolysis SOA 
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5.1. Abstract 

Primary and secondary organic aerosols (POA and SOA) contain a complex mixture of 

multifunctional chemicals, many of which are photolabile. Much of the previous work that aimed 

to understand the aging of POA and SOA has focused on the reactive uptake of gas-phase 

oxidants by particles. By stripping volatile compounds and ozone from α-pinene ozonolysis SOA 

with three 1-m-long denuders, and exposing the residual particles in a flow cell to near-

ultraviolet (λ > 300 nm) radiation, we find that condensed-phase photochemistry can induce 

significant changes in SOA particle size and chemical composition. The particle-bound organic 

peroxides, which are highly abundant in α-pinene ozonolysis SOA (22 ± 5% by weight), have an 

atmospheric photolysis lifetime of about 6 days at a 24-h average solar zenith angle (SZA) of 65° 

experienced at 34° latitude (Los Angeles) in the summer. In addition, the particle diameter 

shrinks 0.56% per day under these irradiation conditions as a result of the loss of volatile 

photolysis products. Experiments with and without the denuders show similar results, suggesting 

that condensed-phase processes dominate over heterogeneous reactions of particles with organic 

vapors, excess ozone, and gas-phase free radicals. These condensed-phase photochemical 

processes occur on atmospherically relevant time scales and should be considered when 

modeling the evolution of organic aerosol in the atmosphere. 

5.2. Introduction 

Atmospheric particulate matter (PM) is ubiquitous, causes adverse health effects, alters 

climate, and degrades visibility. Depending on location, organic compounds contribute 20 to 

90% of the submicron particle mass.1-4 In order to understand the environmental impact of these 

organic aerosols (OA), we must comprehensively account for all chemical aging processes that 

affect the chemical composition, concentration, and physical properties of organic particles. The 
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majority of past OA aging studies have focused on photooxidation driven by gas-phase and 

heterogeneous reactions of gas-phase oxidants with OA constituents and gas-phase 

photochemistry.5 However, UV radiation from the sun can induce photolysis and other 

photochemical reactions of oxygenated organic compounds directly in the condensed organic 

aerosol phase.6 Gas-phase photolysis of volatile organic compounds (VOCs) is well studied and 

is accounted for in atmospheric models. On the contrary, changes in OA composition and 

concentration arising from condensed-phase photolysis of low volatility organic compounds have 

not been thoroughly quantified. OA contains peroxides,7, 8 carbonyls,9 organonitrates,9 and other 

photolabile compounds that absorb light at actinic wavelengths. UV radiation is capable of 

reaching every molecule in a typical particle as opposed to heterogeneous photooxidation, which 

may be limited by mass transfer to surface reactions, especially in glassy aerosols.10 (Only coarse 

particles that are dominated by highly absorbing species such as black carbon may absorb UV to 

the extent that it does not reach every molecule in the particle.)  

Previous studies have found evidence of UV light modifying the composition and 

properties of organic aerosol. Presto et al.11 found that the formation of α-pinene ozonolysis 

secondary organic aerosol (SOA) in a smog chamber was suppressed by 20-40% when exposed 

to UV light. Various gas-phase photodegradation products were identified with sensitive 

detection techniques after irradiating d-limonene ozonolysis SOA collected on substrates.12-14 

Walser et al.14 suggested that peroxides are the primary UV absorbers in d-limonene ozonolysis 

SOA based on the shape of its photodissociation action spectrum (the relative amount of gas-

phase photolysis products produced as a function of the UV photolysis wavelength). Kroll et al.15 

observed initial SOA growth during the irradiation of a mixture of isoprene and hydrogen 

peroxide under low-NOx conditions, followed by a decrease in particle size as the SOA mixture 
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was continuously irradiated. However, low-NOx β-pinene SOA particles did not shrink upon 

irradiation, indicating that a rapid loss of SOA mass under UV exposure is dependent on the 

chemical composition of the SOA. Surratt et al.8 detected similar decreases in the particle size of 

low-NOx isoprene SOA upon irradiation. Iodometric methods indicated that the organic peroxide 

content of the SOA decreased significantly during irradiation. Since the experiments of Kroll et 

al.15 and Surratt et al.8 were performed in a chamber; the authors were unable to rule out changes 

in particle composition and concentration due to the effects of OH radical reactions or 

repartitioning arising from the irradiation of gas-phase species.  

Observations of aerosol photolysis in any chamber experiment are complicated by the 

interaction of particles and organic vapors and by the photochemical recycling of oxidants. 

Irradiation of particles collected on substrates12-14 or in aqueous extracts16, 17 eliminates 

interference from gas-phase oxidants and volatiles, but may introduce additional complexities 

that are not applicable to the atmosphere. For example, volatile products formed during 

irradiation of bulk SOA materials and solutions may be inhibited from evaporation by mass 

transfer limitations. To overcome these limitations, we designed a coupled smog-chamber-flow 

tube approach in which SOA was irradiated without the presence of gas-phase oxidants and high 

volatility organic gases. We conducted a series of experiments with α-pinene ozonolysis SOA 

using this setup. Along with tracking particle size, mass concentration, and chemical 

composition as a function of irradiation time, we also quantified changes in the overall peroxide 

content of the SOA. Organic peroxides are a significant component in SOA; for example, as 

much as 50% by weight of α-pinene ozonolysis SOA mass was previously attributed to organic 

peroxides.7  We similarly observed high peroxide content (22 ± 5% by weight) in α- pinene 

ozonolysis SOA, which was depleted by condensed-phase irradiation over atmospherically 
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relevant time scales. In addition, aerosol size measurements revealed slight changes in particle 

diameter during irradiation, which implied that condensed-phase photochemical processes 

resulted in a net loss of organic mass from particles. 

5.3. Experimental 

5.3.1. Case Studies A-C: Effect of Irradiation on Particle Composition and Size with 

and without High-Volatility Vapors and Oxidants 

 Experiments were conducted using two different setups. In the first set of experiments, 

we used a single quartz flow cell (as either a Photolysis Flow Tube or a Control Flow Tube of 

Figure 1.7), to irradiate α-pinene ozonolysis SOA, which was made in a 5 m3 TeflonTM smog 

chamber. In each experiment, 125 ppb of α-pinene (Alpha-Aesar 98%) was reacted in the dark 

with 400 ppb of ozone produced with a commercial ozone generator. We measured the particle 

concentration and chemical composition with a Scanning Mobility Particle Sizer (SMPS, TSI 

3080 Electrostatic Classifier and TSI 3775 or 3776 Condensation Particle Counter) and an 

Aerodyne Time-of-Flight Aerosol Mass Spectrometer (ToF-AMS), respectively. Concentrations 

of specific gas-phase compounds were measured with an Ionicon Proton Transfer Reaction 

Time-of-Flight Mass Spectrometer (PTR-ToF-MS). After the particle mass concentration in the 

chamber stabilized, the SOA was drawn at 0.39 L/min through three 1-m-long denuders that 

consisted of an inner and outer tube with activated charcoal in the annulus. In order to test the 

efficiency of denuders the ozone and VOC concentrations were recorded before and after the 

denuder train. The residence time in the denuders (3.5 min) was sufficient to remove all of the 

unreacted ozone and the majority of the gas-phase compounds. The ozone concentration was 

reduced by at least a factor of 400 (Figure 5.1). The effect of denuders on reducing VOCs is 

shown in Figure 5.2; the VOC levels were reduced by up an order of magnitude. 
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Figure 5.1. Ozone signal as measured before and after the denuder train. The monitor was 

moved between 16 and 30 minutes. The charcoal denuders remove ozone such that resulting 

concentrations are below detection limits. The denuder efficiency for ozone is greater than 400 

ppb. 

 

Figure 5.2. PTR-ToF-MS data showing the removal of VOCs after passing through the denuder 

and the generation of methanol upon photolysis of α–pinene ozonolysis SOA. The decay of α–

pinene upon reaction with ozone is also evident. Pinonaldehyde is slow to respond due to its 

propensity to adsorb to PTR-ToF-MS transfer line tubing.   
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A three-way valve was used to switch between the train of denuders and a bypass line. The 

aerosol was then drawn into a 24 L quartz flow tube (7″ outer diameter) surrounded by 16 UV 

lamps (Phillips 20W Ultraviolet B TL 20W/01 RS) in a vented protective enclosure. The 

wavelength dependence of light produced by these lamps is shown in Figure 5.3; it is dominated 

by a strong emission line at ∼312 nm. Actinometry experiments, which are described in 

Appendix A, were used to determine the scaling factor (E = 414 ± 30) between the SOA 

photolysis rate inside the quartz flow tube and that in the ambient atmosphere. Isopropyl nitrite, 

with its known quantum yield and absorption cross section,18 was used as the actinometer. The 

calibrated photon flux inside the flow tube was then used to calculate the effective photolysis 

rate experienced by SOA when exposed to 24-hr averaged sunlight in Los Angeles on the 

 
Figure 5.3. Wavelength dependence of the UV-light used to photolyze the aerosol. The 

intensities are scaled by using the isopropyl nitrite actinometer to quantify the power of the 

lamps. The majority of the intensity is carried by the 312 nm line. The amount of radiation from 

wavelengths below 300 nm is negligible (note the logarithmic scale). Radiation above 350 nm 

does not significantly contribute to photolysis because of the low absorption cross sections of 

SOA at these wavelengths.  
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summer solstice. The SMPS, ToF-AMS, and PTR-ToF-MS were positioned at the outlet of the 

flow tube to monitor differences in gas- and particulate phase composition with and without UV 

exposure. The residence time of the SOA in the quartz flow tube was approximately 1 hr, set by 

the sample flow rate of the instruments. Particle evaporation in the flow tube likely replenished 

some of the semivolatile vapors, but the vapor concentrations were expected to be lower than the 

gas-particle equilibrium values because the measured particle evaporation times for α-pinene 

ozonolysis SOA (several hours)19 are considerably longer than the flow cell residence time (1 

hr).  

Table 5.1 summarizes the types of experiments conducted with this setup. In case study 

A, we generated SOA in the smog chamber, passed it through the denuder train, and drew it 

through the flow tube. The SMPS, ToF-AMS, and PTR-ToF-MS sampled the SOA with and 

without the presence of UV light. In case study B, SOA was generated in the smog chamber, sent 

through the bypass line around the denuder train, and drawn through the flow tube. The same 

series of perturbations in UV exposure were conducted. Case study C was conducted to 

investigate the effects of irradiating SOA with a higher average oxidation state. α-Pinene SOA 

was generated in the chamber and subsequently aged with additional OH radical production from 

2,3-dimethyl-2-butene (TME) ozonolysis (Sigma-Aldrich ≥ 99%) in the dark.20 TME was added 

to the chamber by evaporation of the headspace above a column of TME at a rate of 50 μg min-1 

over 90 min. The ozone concentration was reduced linearly at a rate of 2 ppb min-1 due to its 

reaction with TME. The resulting aerosol mixture was passed through the denuder train and 

drawn through the flow tube where we subjected it to perturbations in UV exposure. 
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Table 5.1. Summary of Experimental Conditions. 

 

 

5.3.2. Case Study D: Measurements of Aerosol Size as a Function of Irradiation 

Time 

A parallel dark flow tube was added to conduct the second set of experiments at variable 

flow rates (Figure 1.7). With this setup, we were able to vary the flow rate and residence time 

through the flow tubes independently of the sampling instruments. To observe how the particle 

diameter changed with UV exposure, we reacted 60 ppb of α-pinene with 100 ppb of ozone in 

the smog chamber (case study D in Table 5.1). The resulting aerosol was passed through the 

denuder system, split into two flows, and drawn through each of the flow cells. Mass flow 

controllers were used to govern the residence time of the SOA in each of the flow tubes. The UV 

lights remained on throughout the experiment but only penetrated the walls of the quartz flow 

tube (the control flow tube was protected from radiation with a layer of aluminum foil). An 

SMPS was used to obtain particle size data as a function of aerosol residence time in the quartz 

flow tube. A second SMPS was used to monitor particle size in the dark flow cell. This dual 

SMPS measurement allowed us to sensitively track small changes in median mobility-equivalent 

diameter at various UV exposure times.  
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5.3.3. Case Study E: Measurements of Aerosol Peroxide Content as a Function of 

Irradiation Time.  

We also conducted experiments designed to measure changes in SOA peroxide content as 

a function of UV exposure with an iodometric peroxide test originally developed by Banerjee 

and Budke.21 Several researchers have used versions of this test to determine peroxide content in 

aerosols.7, 8, 16, 22, 23 Experimental details and several important considerations when using this 

test are summarized in Mutzel et al.24 Since the iodometric test’s sensitivity is limited, it was 

necessary to do experiments at significantly higher SOA concentrations. In these experiments, 

2.5 ppm of α-pinene was reacted in the dark with 400 ppb of ozone (case study E in Table 5.1). 

After allowing the mixture to react for 30 min, we added an additional 1.3 ppm of α-pinene to 

consume the excess ozone and quench the reaction. One hour later, the SOA was drawn through 

the light and dark flow tubes at flow rates ranging from 1 to 7 L min-1 and collected with two 

SKC Sioutas Cascade Impactors.25 Stage “A” (> 2.5 μm) of the impactors was used to retain any 

fugitive charcoal dust from the denuders before it reached the substrate. Stage “D” (> 0.25 μm) 

was used to impact approximately 10−20% of the SOA particles on the foil substrate. The 

residence time in the flow cells was modified with two calibrated mass flow controllers. Two 

bypass lines with in-line HEPA filters were used as “make-up” air flow to maintain a constant 7 

L min-1 flow through the impactors at any residence time. This “makeup” flow through the 

HEPA filters laden with the SOA vapor-phase ensured that we did not perturb the partitioning of 

the collected particles while still maintaining a constant collection flow rate.  

Irradiated and dark SOA was collected on aluminum foil substrates that were weighed 

with 1 μg precision before and after collection. Collection times were dependent on the selected 

aerosol flow rate through the flow tubes but were set to collect approximately 40 μg of SOA on 
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each of the foil substrates. We then dissolved each sample in a small aliquot (several mL) of a 

solution containing 350 μL of glacial acetic acid (EMD 99.7%) and 25 mL of methanol (Sigma-

Aldrich Absolute acetone free) in 100 mL of deionized water. The aliquot volume was selected 

as to generate a SOA mass concentration of 5.7 μg mL-1. Three 2 mL aliquots were withdrawn 

from each of the irradiated and dark solutions. We then purged each solution in a septum-cap 

vial with nitrogen gas (Airgas UHP-300) to eliminate the dissolved oxygen. After 5 min of 

purging, we added 100 μL of 1.20 M potassium iodide (Fisher Scientific 99.7%) solution. Each 

solution was allowed to develop in a gastight vial for 5 h. The long reaction time was necessary 

because the measured I3
- concentration continued to increase until it stabilized after 

approximately 5 hr of reaction time (Figure 5.4); we wanted to ensure that the reaction was at 

least 95% complete before each measurement was taken. A UV-vis spectrometer (Shimadzu UV-

2450) was used to measure the absorbance of each sample at 351 nm as suggested by Mutzel et 

al.24 Calibration solutions prepared by the dilution of 3.0% hydrogen peroxide (concentration 

verified by taking absorption spectrum) were used to validate this method yielding an I3
- 

extinction coefficient of 26,710 M-1 cm-1 at 351 nm in the reacted samples at concentrations 

between 0.18 μM and 3.5 μM peroxide (Figure 5.5). This compares well to the value of 26,400 

M-1 cm-1 published in Awtrey and Connic.26 
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Figure 5.4. The required reaction time (5 hours) for an upper limit concentration of a 44.0 µM 

H2O2 standard (black) and an α-pinene SOA (APIN SOA) sample concentration of 8.50 µg/ml 

(blue) to finish reacting with the KI solution.  

 

 

 

Figure 5.5. Calibration of H2O2 solutions to the absorption of I3
- at 351 nm. The extracted molar 

extinction coefficient is 26,710 M-1 cm-1. 
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5.4. Results and Discussion 

5.4.1. Case Studies A−C: Effect of Irradiation on Particle Composition and Size with 

and without High-Volatility Vapors and Oxidants 

SMPS measurements of particle number concentration, median mobility-equivalent 

diameter, and mass concentration (calculated assuming a constant particle density of 1.2 g cm−3) 

for case studies A (denuder), B (bypass), and C (added OH) are shown in Figure 5.6. In each of 

these cases, the aerosol residence time was 1 h, equivalent (Appendix A) to approximately 17 ± 

1.2 days of atmospheric irradiation of α-pinene SOA at a 24-hr average SZA of 65° 

corresponding to 34° latitude (Los Angeles) at the time of the summer solstice. The number 

concentration exhibits a steady decline, due to particle wall losses in the smog chamber which 

the particles are drawn from. Turning the UV lights on or off does not noticeably change the  

 

Figure 5.6. Number concentration, median 

mobility-equivalent diameter, and mass 

concentration estimated from the mobility 

measurements in the flow cell. The black 

line at time = 0 indicates when the lights 

were turned on. The points denoted with 

solid markers were acquired when the lights 

were on. Empty markers indicate that the 

lights were off during that point in the 

experiment. Lights were turned off after a 

different period in each of the three case 

studies. 
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trajectory of particle number concentration. However, the particle mass concentration clearly 

exhibits a decline when the lights are turned on and a slow recovery toward the initial value 

when the lights are turned off. The apparent mass concentration does not return to its initial value 

after the lights are turned off due to wall losses in the smog chamber during the experiment. 

Irradiation also affects the average particle size. Before the lights are turned on, median mass 

diameter exhibits a slow steady increase due to coagulation. Upon irradiation, the particles shrink 

significantly. When the lights are turned off, the median mobility-equivalent diameter grows as 

the irradiated particles in the flow cell are replaced by dark particles from the chamber. We 

attribute the observed reduction in the particle diameter and mass concentration to photochemical 

loss of volatile products from the irradiated particles. However, these changes could also, 

conceivably, result from a change in the particle density upon irradiation. Since we are not 

measuring the particles’ density directly, we cannot estimate the relative magnitude of this effect.  

Monge et al.27 reported that particles containing suitable photosensitizers may actually 

increase in size when they are irradiated in the presence of VOC compounds. If this process 

occurred in the α-pinene ozonolysis SOA system, we would have expected to see a difference 

between denuded experiments (lower VOC concentrations around the particles) and undenuded 

experiments (higher VOC concentrations around the particles). Since we observed comparable 

particle shrinkage in both cases, we conclude that α-pinene ozonolysis SOA does not contain 

molecules that could act as efficient photosensitizers.  

The ToF-AMS was used to measure aerosol composition before and after irradiation. We 

first verified that the small temperature increase in the flow cell resulting from the irradiation did 

not measurably affect the particle composition (Appendix B). Therefore, all of the observed 
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changes in the particle ToF-AMS composition can be attributed to photochemistry. As expected, 

irradiation preferentially affects the oxygenated compounds, as the only photolabile functional 

groups in low NOx α-pinene SOA are carbonyls and peroxides. This preference is illustrated in 

Figure 5.7 where the fraction of signal attributed to hydrocarbon fragments remains relatively 

constant during irradiation and the fraction of signal attributed to the oxygenated fragments 

evolves during irradiation.  

 

Figure 5.7. Fraction of signal attributed to purely hydrocarbon fragments and oxygenated 

hydrocarbon fragments during aerosol irradiation in case study A (the fractions do not add to 1; 

the remainder corresponds to fragments that do not contain carbon atoms). Average ratios of O/C 

corresponding to the left axis and average H/C corresponding to the right axis are also shown for 

the same experiment. The initial black line represents the time where the lights were turned on. 

The second black line indicates the time that the lights were turned off. 

 

Fragmented ions containing one oxygen atom (O1) decrease while fragmented ions with 

more than one oxygen atom increase during irradiation. The decrease in the O1 ions is larger, 

prompting the average O/C ratio in the SOA to drop slightly during irradiation (Figure 5.8). 

These observations may imply that the volatile products of photolysis (e.g., CO2, H2O, formic 

acid, formaldehyde, and methanol) have high oxygen content and that lower O/C compounds 
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remaining in particles are photolyzed at a faster rate than the higher O/C compounds. However, 

this cannot be concluded with certainty as secondary reactions between photochemically 

produced free radicals and oxygen will affect the O/C in the final products.  

Case studies A-C reveal similar changes in particle median mobility-equivalent diameter 

and mass concentration upon irradiation. In addition, changes in the average O/C ratio upon 

irradiation in each case were of a similar magnitude, indicating that changes in aerosol  

 

Figure 5.8. Average oxygen to carbon ratio (O:C) of the SOA from the ToF-AMS before and 

after photolysis for all three case studies. The change in the O:C ratio is approximately the same 

in all cases. This observation implies that photochemistry of gas-phase compounds (which are 

present in case B and reduced substantially in case A) has an insignificant effect on particle 

composition compared to the condensed-phase photochemical processes occurring in the 

particles. 

composition were alike (Figure 5.8). Finally, the irradiation of vapor-laden air with particles 

removed by a TeflonTM filter did not result in new particle formation in the flow tube. These 
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observations, in combination, suggest that while the gas-phase compounds may be photolyzed, 

the vapor pressures of the resulting products are not low enough to induce partitioning into the 

condensed phase. Furthermore, the similarity of case studies A-C implies that the rates of 

condensed-phase photochemical processes must be higher than the rates of heterogeneous 

reactions between photochemically produced gas-phase radicals and particles.  

5.4.2. Case Studies D and E: Dual-Flow Cell Experiments 

After modification of the experimental apparatus to include a dark flow cell along with 

the ability to easily vary residence time in both flow cells, we were able to more accurately 

measure particle median mobility-equivalent diameter as a function of irradiation time. This 

experimental setup provided two advantages over the single-flow cell apparatus. We were able to 

remove the effects of SOA particle size evolution and compositional changes due to dark aging 

in the smog chamber by measuring both the dark and irradiated aerosol simultaneously. This 

allowed us to more sensitively detect small changes in particle concentration and composition 

with irradiation. In addition, both flow cells expose the aerosol to the same conditions except for 

the presence of UV light. Most importantly, the temperatures in both irradiated and control flow 

cells are the same, which helps compensate for any temperature-induced mass concentration 

changes (temperature effects on the composition are not significant to begin with, Appendix B). 

Figure 5.9 illustrates the effect of UV exposure on the median particle mobility-equivalent 

diameter for SOA generated from the reaction of 60 ppb of α-pinene with 100 ppb of ozone (25 

μg m-3 of SOA).  

To illustrate changes in median mobility-equivalent diameter during irradiation on an 

atmospherically relevant time scale, a secondary red axis illustrates the corresponding residence 

time at a SZA of 65°, which corresponds to the 24-h average SZA at 34° latitude (Los Angeles) 
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on the summer solstice. The median mobility-equivalent diameter in both the dark and UV-

exposed flow cell was tracked continuously with separate SMPS instruments. Dark experiments 

(shown as the three values when τ = 0) were used to calibrate the measurements from each flow 

cell with each other. The median mobility-equivalent diameter shrinks measurably as the SOA is 

irradiated. In the absence of a complete understanding of the kinetic processes that will govern 

 

Figure 5.9. Change in median mobility-equivalent diameter as a function of aerosol residence 

time inside the flow cell (left y-axis). The percent change in the geometric standard deviation-

between the dark and light flow cell-normalized by the median mobility-equivalent diameter is 

shown on the right y-axis. The red x-axis, τatm, shows the corresponding atmospheric irradiation 

time at a solar zenith angle of 65°. The gray line is a linear-least-squares fit of the data. Dash 

gray lines indicate the bounds of the fit considering the uncertainty in the fitting constants. 

 

a decrease in median mobility-equivalent particle size, we empirically fit the decay with a linear 

function. The median mobility-equivalent diameter decays at a rate of 0.56 ± 0.06% per day at a 

SZA of 65°. The right y-axis in Figure 5.9 shows how irradiation time affects the geometric 

standard deviation of the particle size. At longer irradiation times, the particle distribution 

becomes broader and shifts to smaller sizes.   
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With offline iodometric peroxide tests, we were able to quantify the change in peroxide 

content as a function of irradiation time. The average peroxide content in the absence of 

irradiation was (7.9 ± 1.7)·10-4 mol peroxide per gram SOA. With an assumed average molecular 

weight of 273 g mol-1,28 this corresponds to a 22 ± 5% weight fraction of peroxides in SOA, or 

equivalently to 8.5 ± 1.8% of oxygen atoms residing in the peroxy bonds. This value is 

significantly smaller than the one measured by Docherty et al.7 (∼47% with a similar assumed 

molecular weight of 300 g mol−1). The disagreement may be due to differences in SOA 

preparation.  

The normalized molar fraction of peroxide remaining in a sample as a function of 

irradiation time is presented in Figure 5.10. Each data point is the result of averaging three 

peroxide tests of the same SOA sample. A first-order fit of the data yields a lifetime of 6.3 ± 0.6 

days at SZA = 65°. Note that the spontaneous decomposition of peroxides, which could occur in 

the absence of UV light, is explicitly accounted for in these experiments as we compare the 

peroxide content in the irradiated flow cell to the peroxide content in the dark flow cell. These 

experiments measure the net loss in peroxide content. Because peroxide photolysis may lead to 

the formation of secondary peroxides, the primary photochemical reactions may occur at faster 

rates than the measured lifetime would suggest.  
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Figure 5.10. Fraction of peroxide remaining on a molar basis [moles remaining after UV 

exposure/mol present before UV exposure] in SOA after exposure to UV light. Exposure to 

laboratory UV light is shown on the black x-axis. The red x-axis shows the corresponding 

atmospheric irradiation time at a solar zenith angle of 65°. 

 

Measurements of chemical composition and particle size suggest that photolysis is 

destroying particle-bound peroxides, which is consistent with the relatively weak and highly 

photolabile nature of O-O peroxide bonds. Alkoxyl (RO) and hydroxyl (OH) radicals formed by 

the photolysis of peroxides could lead to secondary reactions in the condensed phase. These 

reactions could further functionalize neighboring SOA molecules and result in a decrease in 

vapor pressure. However, the observed particle shrinkage during irradiation suggests that 

fragmentation, leading to the production of volatile products, wins over the functionalization. 

The predominance of fragmentation is consistent with a recent study by Hung et al.,29 who 

observed an efficient photodegradation of films of α-pinene ozonolysis secondary organic 

material upon 254 nm photolysis and suggested that aging by ultraviolet radiation was likely due 

to the presence of organic hydroperoxides in the film. Most likely, the two radicals formed from 

peroxide decomposition do not have a chance to escape the “solvent cage” of the organic matrix 
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(indicated by square brackets in the reactions below) and either recombine or disproportionate30 

within the cage:  

ROOR' + hν  → [RO   +   RO']  →  carbonyl + alcohol                   (5.1) 

ROOH + hν  → [RO   +   OH] →  carbonyl + H2O                          (5.2) 

The final stable products have smaller size and higher vapor pressures than the initial 

peroxides and can therefore more easily evaporate from the particle. More complicated reactions, 

involving RO isomerization, hydrogen atom abstraction by RO from a neighboring molecule, 

etc., are certainly possible,31 but they are also expected to lead to products that are on average 

smaller in size than the original peroxides. This result is consistent with the previous observation 

of the fragmentation of oligomeric SOA compounds and formation of volatile products in bulk 

SOA irradiation experiments.12-14, 16, 17  

The large change in the peroxide content resulting from the irradiation (Figure 5.10) 

appears to contradict the insignificant change in the measured O/C and H/C ratios (Figure 5.8). 

The ToF-AMS instrument relies on electron impact ionization of flash-vaporized particles, 

leading to extensive fragmentation, which makes the ToF-AMS results difficult to interpret in a 

chemical context. In particular, the O-O bonds in peroxides are relatively weak and are likely 

fragmented completely in the ToF-AMS. Coincidently, this fragmentation across the O-O bond 

is also expected to occur during photolysis. Therefore, changes in chemical composition may be 

underestimated by the ToF-AMS method in situations when SOA aging is driven by condensed-

phase photolysis.  
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5.5. Broader Implications 

Our experiments suggest that α-pinene ozonolysis SOA is photolabile on atmospherically 

relevant time scales. Experimental measurements of chemical composition and particle size 

indicate that excess ozone and high-volatility organic vapors do not appreciably participate in the 

photoinduced aging of α-pinene ozonolysis SOA. The condensed-phase processes, in particular 

the irradiation of particle-bound peroxides, appear to play the dominant role in α-pinene 

ozonolysis SOA aging. The applicability of this important result to other SOA model systems 

will definitively need to be verified in future experiments.  

The peroxide content of SOA was found to be highly sensitive to UV exposure, which is 

reasonable considering the modestly high absorption cross sections and high photolysis quantum 

yields of peroxides.32 Peroxides are abundant in all SOA produced by the ozonolysis of 

unsaturated organics, such as isoprene22 and monoterpenes.7 Therefore, condensed-phase 

irradiation of peroxides may induce significant changes in chemical composition and physical 

properties of biogenic SOA. Indeed, the primary step in the photolytic destruction of peroxides is 

formation of alkoxyl and hydroxyl radicals (reactions 5.1 and 5.2),15 which are highly reactive 

and could potentially start a complex chain of radical-driven condensed-phase processes. Such 

reactions may induce fragmentation of SOA compounds, leading to volatilization, but may also 

form oligomers or less-volatile products that remain in the condensed-phase. 

  Roughly, 50% of the initial peroxide content remains after 1 week of exposure to sunlight 

at 34° latitude in the summer. While specific processes may add to the particle peroxide content, 

the peroxide lifetime that we have measured reflects the net change in peroxide molecules during 

UV exposure. Within the best-estimate mean particle age of 4-7 days,33 irradiation has the 

potential to significantly deplete the particle peroxide content. Figure 5.11 details how the 
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peroxide lifetime due to photolysis scales with the month of the year. The largest effects are 

expected in the summer; the peroxide lifetime due to irradiation during the late autumn and 

winter becomes too long to affect the chemical composition of SOA during its typical 

atmospheric lifetime.  

We should point out that the destruction of peroxides by irradiation occurs on similar 

time scales as the aging of organic particles by OH radical, which typically serves as the main 

driver of atmospheric oxidation processes. Chemical lifetimes due to OH aging of aerosol are 

highly dependent on the species of interest and the particle size. For a 500 nm particle, the 

effective OH rate constant will be 1·10−12 cm3 molecule-1 s -1,34 leading to an effective oxidation 

lifetime of 5.8 days at the globally averaged OH concentration value of 2·106 molecules cm-3.  

 

 

 
Figure 5.11. Aerosol peroxide lifetime in the atmosphere in Los Angeles, CA (34° latitude) as a 

function of month. The increase in the lifetime in winter months is due to the drastic reduction in 

the 24-hour average solar zenith angle. 
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Peroxide-laden PM has been shown to induce adverse health effects in rats upon 

inhalation.35  Venkatachari and Hopke36 propose that peroxides produced in the ozonolysis of α-

pinene could deliver reactive oxygen species in vivo to tissue. Since particle-bound peroxides are 

highly photolabile, photolytic aging may act to pacify some of the adverse health effects of 

inhaling peroxide-laden PM. 

5.6. Literature Update on the Photolysis of Organic Peroxides in APIN SOA 

A more recent study37 found a very similar particle-bound organic peroxide content of 

APIN SOA, 21% compared to our study as 23%, and reported that the yield was not affected by 

RH or by an OH scavenger. Studies have observed that APIN SOA formed with ammonium 

sulfate seed decreased in SOA mass with photolysis,1, 38, 39 and, more recently, that the effect was 

larger for higher RH.38  However, it should be pointed out that  Daumit et al.40 did not see a 

significant photolysis effect for any RH in APIN SOA. Henry and Donahue et al.39 suggested 

that APIN SOA mass loss was attributed to the photolytic aging of gas-phase species followed 

by evaporation of aerosol to maintain equilibrium.39 Conversely, Wong et al.38 proposed that 

photolabile species in particles photodegraded to more volatile components which evaporated 

from the particles. Condensed-phase peroxide photochemistry has been further pursued. 

Photolytic hydroxyl radical production rates from aqueous solutions of SOA or organic peroxide 

standards were reported.41 These studies emphasized the importance of particle phase photolysis 

of peroxides, that it is a new source of hydroxyl radicals in particles, and that it contributes to the 

overall OH flux in SOA. In the future, it will be important to differentiate the primary photolysis 

of SOA compounds from secondary reactions of free radicals, like OH, produced in the initial 

photochemical processes in SOA. 
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Appendix A: Quantification of UV-light Intensity in the Flow Cell 
 
 
 

In order to determine the intensity of the UV-lamps, we photolyzed isopropyl nitrite 

(IPN), a compound with a known photolysis quantum yield.1 We mixed 14 ppm of IPN with 227 

ppm of cyclohexane to serve as a hydroxyl radical scavenger in the smog chamber. We then 

pumped this mixture through the quartz flow cell and measured the relative concentration of 

isopropyl nitrite with the PTR-ToF-MS (Figure A.1). UV lamps were turned on until a steady-  

 

 
 
 

Figure A.1. Change in relative concentration of isopropyl nitrite after the UV-lamps were turned 

on measured with the PTR-ToF-MS. For this experiment, the residence time in the flow cell was 

one hour. The flux is determined from comparison of the steady-state values of IPN before and 

after photolysis, as described below. 

 

state concentration of IPN was established. A mass balance on IPN concentration at steady state 

yields the following relationship for the loss of IPN along the length of the flow cell in a plug-

flow limit: 
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ௗ஼಺ುಿௗ௏ = − ௃಺ುಿ஼಺ುಿொ                  (Eq. A.1)  

 

CIPN is the molar concentration of IPN, V is the incremental reaction volume, JIPN is the first-

order photolysis rate constant, and Q is the flow rate of IPN through the flow cell. Integration 

yields the following equation relating the ratio of the initial and final IPN concentration to the 

residence time, τ, and the photolysis rate constant: 

 ݈݊ ቀ஼಺ುಿబ஼಺ುಿಷ ቁ =  ூ௉ே߬                            (Eq. A.2)ܬ

 

It is also possible to derive a different equation that treats the flow cell as a continuously-stirred-

tank-reactor. However, the plug-flow working equation appears to better capture the behavior of 

the flow cell as it leads to more reproducible UV-light intensities measured at different residence 

times. With the average quantum yield of IPN (<Φ> [molecule/photon]), the absorption cross 

section of IPN (σ(λ) [distance2 molecule-1]), and the unscaled dimensionless wavelength 

dependence of UV-light inside the flow cell, U(λ) (measured with a spectrometer), we could 

calculate the effective spectral flux density of photons inside the flow cell as a function of 

wavelength, Flamp(λ) [photons s-1 volume-1]: 

(ߣ)௟௔௠௣ܨ  = ௎(ఒ)∙௃಺ುಿ〈Φ〉 ׬ ௎(ఒ)∙ఙ(ఒ)∙ௗఒ                           (Eq. A.3) 

 

Flamp(λ) represents the number of photons crossing a unit area per time per wavelength interval. 

Ideally, the quantum yield of IPN photolysis would also be a function of wavelength. However, 

wavelength-dependent measurements of quantum yield require several different monochromatic 
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light sources and were not available in the literature. Assuming that the quantum yield of IPN is 

independent of wavelength within the UV region may lead to a slight bias in the estimated 

atmospheric photolysis lifetime. We define the unitless ratio of lamp intensity to the intensity of 

solar radiation, E, as: 

ܧ  = ׬ ி೗ೌ೘೛(ఒ)∙ఙೄೀಲ(ఒ)∙ௗఒ׬ ிಲ(ఒ)∙ఙೄೀಲ(ఒ)∙ௗఒ                 (Eq. A.4) 

 

where FA(λ) [photons s-1 volume-1] is the actinic flux at the 24-hour-averaged solar zenith angle 

in Los Angeles on the summer solstice predicted by the NCAR/ACD Tropospheric Ultraviolet 

and Visible Radiation Model2 with a surface albedo of 0.15. The unitless ratio, E, is used to 

convert laboratory-determined photolysis lifetimes to tropospheric lifetimes. A typical value for 

our experiments was E = 414 ± 30 when calculated for the 24-hour average solar flux in Los 

Angeles. The absorption spectrum of α-pinene ozonolysis SOA was obtained from UV-vis 

absorption measurements of SOA from Romonosky et al.3 The absorption cross section of IPN, 

digitized from Ludwig and McMillan,1 and the molar extinction coefficients of α-pinene 

ozonolysis SOA are shown in Figure A.2. Since absorption cross sections appear as a ratio as in 

Equation A.4, and its units cancel out, molar extinction coefficients ε(λ) [volume mole-1 distance-

1] or even measured SOA absorbance can be used in this equation. However, for the sake of 

consistency, we converted all units to those of base-e absorption cross sections, typically used in 

gas-phase measurements. We used an effective molecular weight of 300 g mol-1 for the SOA 

molecules in this conversion. 
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The product of the absorption cross section of IPN and the effective spectral flux density of 

light entering the flow tube as a function of wavelength is shown graphically in Figure A.3. This 

“action spectrum” shows which wavelengths contribute the most to photochemistry (these values  

 

Figure A.2. Absorption cross section of IPN and the molar extinction coefficient of α-pinene 

ozonolysis SOA. 

 

appear in the numerator and denominator of Equation A.4). The major wavelength contributing 

to photochemistry in our measurements is 312 nm. Figure A.4 shows a similar action spectrum 

for the SOA photolysis, which is also dominated by the 312 nm wavelength. 
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Figure A.3. Action spectrum for IPN light 

absorption from the UV-lamp. 

Figure A.4. Action spectrum for SOA light 

absorption from the UV-lamp.

 

The action spectrum for the SOA light absorption from sunlight is shown in Figure A.5. 

Because the solar spectrum is more uniform than that of the UV lamp, a broader range of 

wavelengths, from 300 nm to 380 nm contribute to SOA photolysis. 

 

Figure A.5. Action spectrum for SOA light absorption from sunlight at a solar zenith angle of 

65°C.
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Appendix B: Negligible Overheating of Aerosol Particles in Flow Cell 
 
 
 
To confirm that SOA photolysis, and not particle heating, was responsible for changes in 

particle size and chemical composition, we measured the temperature of air leaving the quartz 

UV-transparent flow cell and the foil-wrapped borosilicate flow cell at the lowest experimental 

flow rate. The temperature of the air in both the dark and light flow cell each rose slightly (∼3°C 

over an hour) at the same rate, confirming that temperature effects were properly accounted for 

with the “dark” flow cell. To ensure that heating was not changing particle composition, we 

intentionally heated the quartz flow cell by 4.4°C and tracked particle composition with the ToF-

AMS. We did not observe significant changes in chemical composition upon heating (See Figure 

B.1.). In addition, heat-transfer calculations of particle heating by the UV-lamp confirm that the 

UV-light intensity is not strong enough to heat the particles beyond the temperature of the bulk 

gas (see below). 

At steady-state the heat supplied to the particles from the UV lamps is removed by 

convection and conduction to the bath gas. We assume that the particle temperature is uniform 

and conduction is negligible. Assuming that conduction does not affect the particle temperature 

provides an upper estimate of the particle temperature at equilibrium. Therefore, 

 

௛ܲఔ ௣ܸ ቀேಲఘெೢ ቁ = ℎܣ൫ ௣ܶ − ௕ܶ௔௧௛൯                 (Eq. B.1) 

 

where Phν is the power per molecule of the lamp, Vp is the volume of the particle, NA is 

Avogadro’s number, ρ is the particle density, Mw is the average molecular weight of the particle, ℎ is the heat transfer coefficient, A is the particle surface area, Tp is the temperature of the 



 

188 
 

 
Figure B.1. The normalized change in signal for seven key unit-masses as measured by the ToF-

AMS. The upper pane details changes in these key masses when the SOA is photolyzed (time = 

0) and the lamps are turned off (indicated by the second vertical black line). The lower pane 

details changes when the SOA is heated by 4.4oC inside the flow cell. The second vertical black 

line indicates when the heat source was removed. 

 
 
particle, and Tbath is the temperature of the “bath” gas carrying the aerosol. The power of the 

lamp is derived from the isopropyl nitrite actinometer data and the absorption cross section of α–

pinene SOA. 

 

௛ܲఔ = ׬ ௛೛௖ఒ  (Eq. B.2)                                 ߣ݀(ߣ)௟௔௠௣ܨ(ߣ)ߪ
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hp is Plank’s constant, c is the speed of light, λ represents wavelength, σ(λ) is the absorption cross 

section of α-pinene SOA, and Flamp(λ) is the flux of photons entering the flow cell as a function 

of wavelength. Equation B.1 can be re-arranged to the following form: 

 

௣ܶ = ଵ଺ ௉೓ഌ஽௛ ቀேಲఘெೢ ቁ + ௕ܶ௔௧௛                  (Eq. B.3) 

 

where D is the particle diameter. The temperature enhancement resulting from the absorption of 

UV and the resulting convection to the bath gas, ΔT, can be written as: 

 Δܶ = ଵ଺ ௉೓ഌ஽௛ ቀேಲఘெೢ ቁ                   (Eq. B.4) 

 

For a spherical particle, the heat transfer coefficient h can be obtained from the following 

empirical relationships: 

ݑܰ = 2 + ଴.ହ଼ଽ∙ோ௔భ/ర൤ଵାቀబ.రలవುೝ ቁవ/భల൨ర/వ                (Eq. B.5) 

ݎܩ  = ஽యఘయ௚୼்ఉఓమ                  (Eq. B.6) 

ݑܰ  = ௛஽௞                   (Eq. B.7) 

ݎܲ  = ఓ஼ು௞                   (Eq. B.8) 

 ܴܽ = ݎܩ ∙  (Eq. B.9)                  ݎܲ
 
 
where Nu, Gr, Pr, and Ra are dimensionless numbers, g is the gravitational constant, k is the 

thermal conductivity of air, Cp is the heat capacity of air, β is the coefficient of volume 
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expansion of air, and μ is the viscosity of air. For a 100 nm particle with a density of 1.5 g cm-3, 

the temperature enhancement is less than 2·10-6 K indicating that evaporation resulting from 

particle heating is negligible. 
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