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Abstract 

Pump-probe studies of I2 in matrix Ar, with a time resolution of 180 fs, are reported. The experiments are simulated using 
classical molecular dynamics. Dissociative excitation of I,(A) results in coherent cage-induced recombination on the A/A’ 
surfaces. The recombinant molecule vibrates coherently even after extensive energy loss. 

1. Introduction 

Studies of the photodissociation of a diatomic 
molecule allow the description of one of the most 
fundamental processes in chemistry, namely, the 
cleavage of the chemical bond. In condensed media, 
the separation of photofragments is subject to hin- 
drance by the immediate solvent, a process that has 
come to be known as the cage effect. The cage effect 
has accordingly become the central theme in con- 
densed phase photodissociation studies. The effect is 
expected to be most pronounced in the rigid lattices 

provided by the solid state. 
Although detailed descriptions of photodissocia- 

tion in rare-gas solids have in recent years become 
available through molecular dynamics simulations, to 
date, experimental studies of these model systems 
have been limited to time-independent measure- 
ments proving ,the consequences of caging [ 11. Di- 
rect, time-resolved observations of caging have only 
recently become available in the rather special sys- 
tem of 1, in polar clusters [ 21. In an elegant set of 
experiments on 1, encased in size-selected clusters 
of CO*, recombination with coherence lasting several 

picoseconds was observed for states that in the ab- 
sence of a complete cluster cage would have been 
purely dissociative [2]. In contrast, in the case of 
neutral IZ, which as the prototype of condensed phase 
photodissociation dynamics has the longest record of 
experimental scrutiny, such coherences in the liquid 
phase are absent [ 3 1. The media in which the time- 
resolved studies of I2 have been carried out, liquids 
[ 3 ] and clusters [ 41, evidently provide only a soft 
cage, which induces too much vibrational dephasing 
of the evolving I2 to yield lasting coherences. 

Most recently Liu et al. have carried out measure- 
ments with femtosecond resolution in large Ar clus- 
ters, which reveal that, when I,(A) is prepared on its 
repulsive wall, in addition to the signal resulting from 
the first passage of the wavepacket through the probe 
window, coherent recoil from the cage and recombi- 
nation occurs [ 5 1. The experiments in solid Ar that 
we report are carried out under very similar condi- 
tions. In the extended solid, persistent coherent os- 
cillations are observed after photodissociation- 
recombination. 

We report the first observation of coherent recom- 
bination dynamics of IZ following photodissociation 
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in solid Ar, together with theoretical modeling of the 
experiment by molecular dynamics simulation. In 
view of the extensive prior work on 12, our studies 
allow direct comparisons of the same dynamics in 
different many-body environments: clusters, liquids, 
and solids. In this regard, particularly useful are the 
recent studies of Lienau et al. along the gas-liquid 
transition region, which serve to directly link the dy- 
namics of the isolated molecule to that in condensed 
media [6]. 

2. Experimental 

The experiments consists of pump-probe mea- 
surements conducted on IZ isolated in matrix Ar. The 
matrices are prepared by spraying premixed gaseous 
samples of IZ : Ar ( 1: 5000) on a 0.5 mm thick sap- 
phire window held at 15 K. Using an adjustable leak- 
valve, deposition conditions have been adjusted to 
produce transparent films of high optical quality. The 
ultimate time response of pump-probe experiments 
in these films is determined by multiple scattering. 

The light source consists of a cw mode-locked 
Nd: YAG laser (Coherent Antares 76), which is fre- 
quency doubled to synchronously pump a dispersion 
compensated femtosecond dye laser (Coherent Sa- 
tori). For operation in the 700-740 nm range, pyri- 
dine 1 is used as the gain medium and DDI is used as 
the saturable absorber. Autocorrelation of the dye 
laser pulses typically yields a pulse width of 150 fs 
fwhm. A small fraction of the YAG fundamental is 
picked off and amplified in a regenerative amplifier 
(Continuum RGA60), operating at 30 Hz. The dou- 
bled output of the RGA is used to pump a dye ampli- 
tier, to amplify the femtosecond pulse energies up to 
x 0.5 mJ. The amplified dye pulses are split into two 
beams. One of the beams is used as the pump source 
in the experiments. The second beam is doubled in a 
1 or 0.5 mm BBO crystal to produce UV probe pulses 
of Z=Z 10 pJ energy. The time resolution of the system, 
as measured by difference frequency generation in a 
nonlinear crystal, is ~250 fs fwhm when the 1 mm 
doubling crystal is used. With the shorter crystal, and 
using a 0.2 mm BBO for difference generation, cross- 
correlation widths of % 180 fs are obtained. 

The absolute position of t =O and the response 
function of the system are important parameters in 

the analysis of the data. Accordingly, the cross cor- 
relation between pump and probe pulses is recorded 
along with the signal (fluorescence intensity as a 
function of delay between pump and probe). Matched 
windows are used to produce identical dispersion in 
the beam paths past the beam splitter. The only resid- 
ual difference between the two legs is the differential 
dispersion between the thin film sample ( z 30 urn), 
and the crystal of the cross correlator. In the differ- 
ence generation geometry, BBO has a negative dis- 
persion, while we expect normal dispersion in our 
sample. Accordingly, there is an effective retardation 
of the cross correlation relative to the true origin of 
time. Based on its known optical properties, for the 
0.2 mm thick BBO crystal, a delay of z 80 fs is to be 
expected on the measured t = 0 [ 7 1. Even if we cor- 
rect for this dispersion, an estimated uncertainty of 
x 50 fs remains in the determination of the absolute 
origin of time. No corrections are made in the data 
to be presented. 

3. Results 

In the experiments to be described, IZ is excited in 
the spectral region between 628 and 734 nm. This 
corresponds to access of the repulsive wall of the 
A( 3111u) state, in an energy window spanning from 
above the molecular dissociation limit to just below 
the B (‘II,) potential minimum. In addition to the 
nested A and A’ states, several shallow electronic 
states are known to exist in this range of energies [ 8 1. 
There is significant uncertainty in the details of the 
molecular potentials in the matrix environment. 
Analysis of vibrationally relaxed emission on the 
A+ X and A’ -+ X transitions are the main sources of 
the spectroscopic characterization in matrices [ 9- 
1 11. The electronic origins of A and A’ are shifted by 
x 250 cm- ’ relative to the gas phase [ 111, and their 
equilibrium distances are shifted by x 0.01 8, [ lo] 
(or less #’ ). With the assumption of the gas phase 
molecular dissociation limit, it can be inferred that A 

and A’ are bound by 1890 and 2730 cm-‘, respec- 
tively. Using these binding energies, the gas phase 
equilibrium distances and harmonic frequencies 
[ 121, Morse functions can be constructed to repre- 

” See discussion of reanalysis in ref. [ I 11. 
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sent the potentials. These are shown in Fig. 1. 
The time evolution of the system is probed with 

the second harmonic of the pump pulse, by monitor- 
ing laser-induced fluorescence from the lowest ion- 
pair state, the D’ ( 28) state. This emission has previ- 
ously been observed and assigned in matrices by 
Macler and Heaven [ 111. It occurs at 382 nm in Ar, 
significantly shifted from its gas phase origin of 340 
nm [ 131, The red-shift can be understood in terms 
of solvation of the ionic upper state in the polarizable 
host. Little else is known experimentally about the 
solvated ion-pair states. We expect the six lowest of 
these states, which correlate with I- ( ‘S) + I+ (3P) and 
have very similar energetics in the free molecule, to 
be strongly coupled and overlapped in the solid. In 
addition to D’, this manifold should contain the p( 18) 
state. If the gas phase propensity of A8= 0 is main- 
tained for covalent to ion-pair transitions, then the 
probe radiation may induce both f&-A and D’ +A’ 
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Fig. 1. A partial potential energy diagram of Is. The A( ‘ff,,) and 
A’(311Z,,) curves are given as Morse functions, based on their 
matrix-shifted electronic origins, and gas phase dissociation lim- 
its. The D’ state is directly taken from the gas phase, and vertical 
lowered to reproduce the experimentally observed D’ +A’ emis- 
sion peak at 382 nm. Also shown are the difference potentials, 
D’ -A’ and D-A. The latter are double valued at all probe wave- 
lengths, as indicated by the crossings with the horizontal lines. 
Two windows are simultaneously probed at each wavelength. 

excitations [ 14 1. Both transitions are expected to lead 
to the same emission, namely, emission from the vi- 
brationally relaxed lowest ion-pair state: D’ AA’. In 
short, while the pump predominantly prepares pop- 
ulation on the A surface #2, both A and A’ states are 
probed. We rely on the vertically shifted gas phase D’ 
potential to represent the lowest ion-pair manifold, 
and make estimates of expected resonances on this 
basis. The D’ potential, in its Rittner form [ 15 1, is 
shown in Fig. 1. Also shown are the D’ -A’ and 
D’ -A difference potentials, which according to the 
Franck principle dictate the probe resonances. The 
difference potential are double valued at all experi- 
mental probe wavelengths. Accordingly, two reso- 
nances are expected at each wavelength, both on the 
attractive limb of the A/A’ surfaces. We indicate in 
Fig. 1 the expected pumped and probed configura- 
tions at two different wavelengths. Note that in the 
case of the 640 + 320 experiments, the outer probe 
window stretches as far out as x 5 A, and therefore 
interrogates configurations where the effective cage 
wall is to be expected. It should be emphasized that 
the construct of Fig. 1 is only an a priori estimate of 
potentials, to be used as an initial guideline. We ex- 
pect that the time-resolved measurements, together 
with theoretical modeling, will enable a finer tuning 
of these potentials, especially on the stretched molec- 
ular configurations which cannot be probed by stan- 
dard spectroscopic techniques. 

The time profiles of the signals obtained with an 
experimental response time of 250 fs (fwhm of cross 
correlation) at different wavelengths are presented in 
Fig, 2. The time evolution in the first 4 ps is shown 
in the inset. In this range of excitations, the molecule 
is prepared at excess energies (energy above the dis- 
sociation limit of 12), ranging from 3500 to 1000 
cm-‘. For short excitation wavelengths, the signal 
reaches a plateau after peaking. The plateau-to-peak 
ratio diminishes as a function of wavelength, and be- 
yond 700 nm the plateau disappears. This is a result 
of the inner probe window moving out of the v=O 
resonance on the A/A’ states. According to the dif- 
ference potential of Fig. 1, between 640 and 730 nm, 
the inner resonance moves from 3.1 to 3.36 A. The 

I2 Based on radiative lifetimes of A(u=O) and A’ (Y=O) in Ar 
[9], it can be estimated that the absorption strength of AtX 
transition is = 350 larger than that of A’ tX. 
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Fig. 2. Fluorescence of the ion-pair state as a function of delay 
between pump and probe pulses. The pump wavelengths are in- 
dicated, the probe wavelength is always the second harmonic of 
the pump. The signals are normalized to the same height. The 
inset shows the first 4 ps evolution of the signal, recorded with 
an experimental response time of 250 fs. In this time scale, nearly 
identical signals are obtained between 638 and 662 nm. 

resonance window therefore moves from near the 
maximum of the v=O wavefunction (re(A’ ) = 3.07 
A and r,(A) ~3.1 A) to well outside it. The signal 
peak corresponds to buildup and decay of Franck- 
Condon intensity at interatomic distances probed by 
the inner window. A simple kinetic analysis of these 
time profiles is not possible. A dynamical analysis, 
which accounts for the time evolution of Franck- 
Condon probabilities at the probe resonances is re- 
quired, as will be shown below. Qualitative trends are, 
however, clear. As the probe window moves out on 
the attractive limb of the potential, the peak develops 
at earlier times. The time constant of 12 ? 2 ps, which 
fits the fall time of the transients at short wave- 
lengths, can be associated with the time scale of com- 
plete vibrational relaxation within the A/A’ mani- 
fold. The early time behavior, inset to Fig. 2, shows a 
peak which occurs within the uncertainty of the time 
origin and reflects the experimental response ( x 250 
fs in this case). The signal, after dropping to the 
background level, builds up nearly a picosecond later. 

This signal quite closely resembles the observations 
in large Ar clusters [ 5 1. The first peak corresponds 
to passage of the initially prepared wavepacket 
through the probe window, and the recursion corre- 
sponds to coherent recoil of the atoms from the cage 
wall. The subsequent signal growth occurs in a step- 
wise fashion; this, however, is a very weak effect at 
this excess energy, and is poorly resolved with the 250 
fs time response. 

It should be noted that, in these experiments, no 
permanent dissociation of Iz occurs. This is verified 
by the constancy of the pump-probe signal after sev- 
eral days of irradiation of the sample, and by the ab- 
sence of any accumulation of product I atoms. Cag- 
ing is complete in solid Ar at all studied excitation 
wavelengths, which have already been extended to the 
spectral range of 730 to 480 nm. 

The early time profile of the signals was recorded 
with an experimental resolution of 180 fs (fwhm of 
cross correlation). These are shown in Fig. 3, where 
clear oscillations can be observed over a growing 
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Fig. 3. Coherent recombination and relaxation dynamics ob- 
served at early time, with an experimental resolution of 180 fs. 
The data at 705 and 734 nm are compared to the theoretical sig- 
nals calculated from the simulated classical trajectories (solid 
lines), using 20 trajectories in each case. Also shown is the cross 
correlation, which, due to the additive dispersions between sam- 
ple and the correlator crystal, is retarded relative to the signal. 
The estimated correction of the time origin is indicated with the 
arrow. 
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background of signal. The oscillations are an indica- 
tion that the recombination and subsequent vibra- 
tional relaxation in the bound part of the potential 
proceeds by maintaining significant coherence in the 
population, with the time-spread in the wavepacket 
shorter than the vibrational period of z 0.5 ps of the 
I, molecule. There are clear wavelength-dependent 
trends with respect to the depth of the modulations 
and their recursion times. It is evident, for example, 
that the persistence of the oscillations is longer at the 
lower excitation energies. Comparison of the 705 nm 
response with that of 728 nm also shows that, while 
effective recursion times of 1 ps are observed in the 
former case, in the latter case the oscillation fre- 
quency has doubled, leading to a recursion time of 
x0.5 ps. Another aspect of the wavelength depen- 
dence is that intensity develops between the first peak 
and the first recurrence (the first 1 ps period) as the 
excitation energy is lowered. In this time interval, 
while at 640 nm the signal intensity drops to the 
background level (see inset in Fig. 3), at longer 
wavelengths the intensity gradually builds up. Based 
on the potentials of Fig. 1, it is clear that both probe 
windows contribute to the observable signal at early 
time; accordingly, detailed interpretations should be 
made with care. 

Given the fact that 10 electronic surfaces correlate 
with the I ( PJ,z ) + I ( P3,* ) asymptote, and that the re- 
combination and subsequent relaxation occurs on (at 
least) a pair of nested electronic states, it is quite im- 
pressive to observe coherences that last several vibra- 
tional periods. The robustness of the mechanics is 
presumably due to the similarity of the nested A and 
A’ surfaces. Accordingly, it could be expected that a 
single surface classical simulation would capture at 
least the qualitative essence of the observed dynam- 
ics. We have performed such simulations, and use the 
results as a framework for the interpretation of the 
experiments. 

4. Simulations 

Molecular dynamics calculations were performed 
using a lattice of 5 12 Ar atoms, with one Iz molecule 
occupying a doubly substituted site in the center of 
the simulation box. All interactions are assumed to 
be pairwise additive. For the I2 potential we use a 

Morse function representative of the A state. For I- 
Ar we employ Lennard-Jones parameters derived 
from Xe-Ar interactions. The Ar-Ar interactions are 
also represented by a potential of the Lennard-Jones 

form. The pair potential parameters are collected in 
Table 1. The system is tirst equilibrated at 15 K using 
the I2 (X) state parameters. Initial configurations are 
randomly chosen from the equilibrated set with the 

condition that ~(1~) correspond to the desired 
Franck-Condon resonance condition for a given 
wavelength of excitation to the A state. The Iz poten- 
tial is then suddenly switched to I,(A), and Hamil- 

ton’s equations are propagated in time using stan- 
dard integration methods. The resulting time 
dependence of the Iz separation for each member of 
an ensemble of trajectories, and total ensemble aver- 
aged Iz vibrational energy are shown in Fig. 4. After 
an initial extension to 4.5 A, the trajectories collide 
with the Ar cage, are decelerated, and return to the 
inner turning point of the molecule at t= 1 ps. The 
x 150 fs spread in arrival times to this configuration, 
represents the dephasing time of the classical trajec- 
tories. Approximately 70% of the initial energy is lost 

upon the first collision. This quantity closely corre- 
sponds to the expected energy loss resulting from a 
head-on binary collision between atomic iodine and 
Ar: ~AL?/E~=4mImAr/(mI+m,,)2=0.73. Despite 
this agreement, the collision with the cage is a com- 
plex process; analysis of the classical trajectories in- 
dicates that multiple collisions occur among atoms in 
different shells prior to recoil of the 12. The effective 

cage potential can be extracted from the recoil dis- 
tance as a function of initial excess energy. At excess 
energies of 1000, 1700, and 2700 cm-‘, the recoil 
distances are 4.45 ? 0.25, 4.9 +0.25 and 5.25 + 0.25 
A, respectively. Although still above the dissociation 

Table 1 
Potential parameters used in the MD simulations 

Potential parameters 

-& 
r, 
B 
CAr-AI 
g,&r-.k 
Q-Al 
%#.r 

Values 

1840 cm-’ 
3.10A 
2.147 A-’ 

83.26 cm-’ 
3.405 A 

130.24 cm-’ 
3.617A 
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Fig. 4. (a) Interatomic separation of Iz as a function of time, as 
obtained from the molecular dynamics simulations. Initial ex- 
cess energy in this case is 1000 cm-r, which closely corresponds 
to the experimental excitation at 734 nm. The horizontal lines 
correspond to the probe windows used in the theoretical calcula- 
tion of the time-dependent signal from the trajectories, for com- 
parison with experiment in Fig. 3. (b) The sum of potential and 
kinetic energies in Iz as a function of time. The two curves are 
the average oftwenty trajectories each, generated at initial excess 
energies of 1700 and 1000 cm-‘. Also shown as dashed lines are 
the exponential fits, which yield a time constant of 12 f 1 ps for 
vibrational relaxation. The first-order decay tits the data for t> 4 
ps. At t < 4 ps, the energy loss occurs in steps, with AE/E z 0.7 for 
each effective collision, in good agreement with a simple colli- 
sional energy transfer model. 

limit, in the second stretch the molecule can only 

reach a separation of z 3.8 A, and remains within the 

bound part of the molecular potential. Subsequently, 

the I-I bond undergoes damped oscillations with a 

period of r 0.5 ps. It can be seen in the inset to Fig. 4 

that the energy loss in the first z 4 ps is dominated 

by step functions, while at longer times an approxi- 

mately exponential decay, independent of initial en- 
ergy content, is observed. The exponential fit at long 

time, shown in Fig. 5, yields a decay constant of 12 ? 1 
ps for vibrational relaxation, in excellent accord with 

the fall time extracted from the experimental decay. 
To make a direct comparison of the simulation with 

experiment, the trajectories are converted to signal 
using the classical reflection principle. Treating the 

ensemble of trajectories as a time-dependent proba- 
bility in position, p(R, t), where R is the I-I bond 

length, an absorption occurs at the probe wavelength 

when AV( R ) = h v. The time-dependent signal S(t) 
is thus given by 

S(t)= 1 IcL~~(R)I’P(R, t)&AVR)-hv) dR, 

(1) 

in which pif is the R-dependent electronic transition 
dipole, and d(AV( R) - hv) is an energy-conserving 
Dirac delta function at the resonance condition 
AV( R ) = hv. For the experimental wavelengths em- 
ployed, this condition has two roots Rj (j= 1, 2), 
which in turn depend on the laser wavelength. Per- 
forming the integration over R and using well-known 
properties of the delta function, the signal becomes 

(2) 

For an ensemble of N trajectories, the evolving prob- 
ability density r( R, t) is given by 

p(R, t)= ; $ &R-R,(t)) 2 (3) 
n I 

where R,(t) is the instantaneous position of the nth 
member of the ensemble. To represent S(t), the terms 
6( R -R, ( t ) ) need to be replaced by analogous func- 
tions of time. Defining tE,k as the kth time at which 
the nth member of the ensemble satisfies a resonance 
condition (R,(t)=R, or R,(t)=R,), the time-de- 
pendent signal can be written as 

S(t)a L 5 I PdRj) I2 
NJ=1 1 aAV(RJ)laRI 

x s F Iv 
J(t- C,k) . 

n 
(4) 

Here, the factors I v,, (t* ) 1 appearing in the denomi- 
nator are the absolute velocities of the ensemble 
members at the resonance times t*, and result from 
the position to time variable change in the delta func- 
tions. The result is a sampling function, which corre- 
sponds to a set of delta functions in time. In addition 
to the R-dependent electronic transition dipole, the 
delta function signals are also weighted by the deriv- 
ative of the difference potential at a particular win- 
dow (density of states) and by the velocity of the tra- 
jectory at the crossing of the window (dwell time). 
This purely classical treatment fails at turning points, 
where the velocity V-SO, and also for values of R for 
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Fig. 5. Fit of the long-time profile of the 705 nm data to the theoretical predictions, which was generated from the classical trajectories 
shown in the inset. The window used in the simulation, R, = 3.42 A, is also shown in the inset. The oscillations in the simulated signal at 
long time is an artifact of singularities encountered at the crossings of the window with turning points of the classical trajectories. 

which the initial and final states are parallel. It should 
be obvious from the difference potentials in Fig. 2 
that the latter c_&dition does not arise in the present. 
To overcome the infinities encountered at turning 
points, an approximate uniformization is employed, 
where the zero-point uncertainty is included in the 
velocity weighting, yielding 

1 2 
S(Qa - C 

I PdRj) I2 
Njzl I aAVl$j)/aRI 

The resulting set of delta functions in time are then 
convoluted with the experimental response function, 
as obtained from the cross correlation signal. 

5. Discussion 

The tit of S(t) to the long-time transient for 705 
nm excitation is shown in Fig. 5, together with the 
trajectories used in the simulation. Reproduction of 
the overall signal envelope, which is primarily deter- 
mined by the inner probe window, is sought in such 
a comparison. At a value of RI = 3.42 f 0.03 A, which 

is consistent with the potentials of Fig. 1, an accept- 
able tit is obtained. The indicated error is a reflection 
of the sensitivity of the fit to the choice of RI. The 
sensitivity of this analysis can be discerned by noting 
that the signal duration is a measure of the time at 
which the oscillation amplitude of the trajectories fall 
below the observation window. It should also be noted 
that the classical inversion of the trajectories pro- 
duces artificial oscillations at long times, where turn- 
ing points of the trajectories pile up. This is to be ex- 
pected as a failure of the quantum/classical 
correspondence in the treatment, which becomes 
most severe at long times and at turning points. The 
zero-point energy contribution in Eq. (5) is generally 
found to be insufficient to damp the oscillations at 
turning points. 

Inspection of the ensemble of trajectories in Figs. 
4 and 5 provides clues to the expected signals at early 
time. With a single probe window, the first passage of 
the trajectories through the resonance should pro- 
duce a peak in time. This should be followed by a 
silent period of x 1 ps, after which the trajectories 
return to the resonance window and produce subse- 
quent oscillations. These features are contained in the 
data. However, the experiments also show a signal 
that contributes in the first 1 ps period, which be- 
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comes more prominent as the excitation wavelength 
is increased. The latter could only result from the sec- 
ond resonance, from the outer window. Moreover, to 
yield signal at Z. 0.5 ps, the outer window should be 
situated near the cage wall. This consideration is used 
in the construction of signals from the simulations: 
the inner probe window is chosen from the fit to the 
long-time profile, while the outer window is chosen 
to fill in the silent period to match with the experi- 
ment. With an inner window of RI = 3.42 A, the 705 
nm data are reproduced by choosing an outer win- 
dow of R2 = 5.1 A. In adding the contributions from 
these well separated windows, the ratio of transition 
dipoles ],&R=5.2)(2/(~~(R=3.42)]2=0.3isused. 
The comparison between simulation and experiment 
is shown in Fig. 3. From the inset to Fig. 5, it should 
be clear that few trajectories fall in this outer window 
- the outer reaches of the cage wall is being observed. 
The trajectories illustrated in Fig. 4 are used to sim- 
ulate the 734 nm data. An inner window of 3.55 A 
and an outer window of 4.5 8, are used, and these 
contributions are added with the assumption of equal 
transition dipoles. The comparison is shown in Fig. 
3. The exaggerated oscillations past 2 ps in the simu- 
lation is an artifact, and is due to the sampling of the 
turning points of the classical trajectories. This is an- 
other indication that the damping scheme used in Eq. 
(5) is not quite satisfactory. Given the inherent ap- 
proximations in the treatment, and uncertainties in 

the solvated potentials, the gross features of the data 
seem acceptably reproduced. The choices of R, and 
R2 would imply that the equilibrium distance of the 
solvated ion-pair potential has stretched by x 0.2 A 
in Ar. Such a shift is consistent with the expectation 
that, due to the dielectric of the medium, the Cou- 
lombic attractive wall of the potential should be 
softened. 

Several aspects of the comparison in Fig. 3 are not- 
able. At 705 nm, the prominent peaks in the experi- 
ment show an interval of z 1 ps, despite the fact that 
the vibrational period of I2 (A/A’ ) is x 0.5 ps. The 
theoretical treatment reproduces this behavior, al- 
though the simulation shows larger dips between the 
peaks. The period doubling of the coherent oscilla- 
tions at higher excess energy can be understood by 
careful examination of the simulations, and are seen 
to arise from the collective molecule-cage dynamics: 
the higher excess energy at 705 nm leads in turn to a 

larger collisional excitation of the local vibrations of 
the Ar cage atoms along the I-I axis. The cage then 
coherently expands and contracts during the first 
several I2 vibrational periods, with a definite phase 
relation to that of the oscillating diatomic. During the 
contraction of the cage, the I2 vibrational amplitude 
is diminished by repulsive interactions with the col- 
linear Ar atoms. As the cage expands, the steric re- 
pulsion is relieved, and the I-I bond extension can be 
larger. The result, which is illustrated by the trajec- 
tory ensemble shown in Fig. 5, is an oscillation in the 
maximum I2 amplitude, with a characteristic period 
of z 1 ps. This effect is observed to persist for several 
vibrational periods (around 3 ps), and when com- 
bined with the classical reflection simulation of the 
time-dependent signal, leads to the 1 ps period oscil- 
lation in the measured signal. The role of coherent 
motion of localized “bath” modes in nonstatistical 
decomposition of I,(B, v)-Ar,J clusters have been 
previously examined from the perspective of molec- 
ular dynamics simulation, and the possibility of such 
effects in condensed phases has been discussed [ 161. 

In contrast with the 705 nm data, at longer wave- 
lengths, oscillations with a period of z 0.5 ps persist 
quite regularly for times as long as 6 ps. This is repro- 
duced by the simulation, although there seems to be 
a phase shift between experiment and theory for 
t> 1.5 ps (see 734 nm data in Fig. 3). There is now a 
peak at 1.5 ps in the experiment, where there was none 

in the 705 nm data (Fig. 3). The effect of the cage 
recoil is washed out at the lower energy, as seen in 
both experiment and simulation. 

There are several discrepancies between simula- 
tion and experiment that require comment. In the 705 
nm case, it is evident that the duration between first 
passage of the wavepacket from the inner observa- 
tion window and its first return is shorter in the ex- 
periment by x 200 fs, yet the positions of the later 
maxima agree relatively well. A shorter recoil time 
could be expected if the true I-Ar potential were sig- 
nificantly more repulsive than the model potentials 
used here. However, a shorter recoil time would ad- 
vance the entire simulated trace and would therefore 
spoil the agreement among the delayed peak posi- 
tions. A more consistent explanation may be found 
in the consideration that the molecule recombines on 
the nested pair of A/A’ potentials. It can be seen in 
the difference surfaces of Fig. 2 that this results in 
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further splitting of the inner window into two, by 0. I- 
0.3 A, with the A’ window stretched farther out than 
the A window. In the outgoing trajectories, the sys- 
tem evolves on the A state where it was initially pre- 
pared. After recoil, if a significant portion of the pop- 
ulation returns on the A’ surface, then an earlier signal 
would be expected due to the location of the A’ probe 
window. Subsequent oscillations would proceed on 
both surfaces, and therefore the positions of the later 
maxima would be retained. The presence of coher- 
ently oscillating populations on two surfaces could 
also bring a closer agreement between simulation and 
experiment by tilling in the deep valleys of the simu- 

lated signal. The latter effect, the difference in depth 
of modulation between simulation and experiment 
has another obvious source: the neglect of zero-point 
amplitude in the classical simulations. At the cry- 
ogenic temperatures of these experiments, the zero- 
point energy of the lattice is comparable to the ther- 
mal energy. We have recently demonstrated that the 
neglect of zero-point amplitudes can at least partially 
be remedied by carrying out simulations at scaled 
temperatures, bringing experiment and simulation in 
closer agreement [ 171. These considerations are gen- 
erally applicable’to the present treatment of the data, 
and could be argued to be also responsible to the dis- 
crepancies between experiment and simulation at 734 
nm. 

The general issue that many electronic states can 
potentially take part in the dynamics, yet a single sur- 
face simulation seems to adequately capture many of 
the features of the observed signals, requires closer 
scrutiny. We have assumed that both A and A’ are 
visible by the probe, and it is known that population 
is efficiently exchanged between these two nested po- 
tentials [ 9,101. The energy exchange is assumed to 
be most effective on the attractive part of the poten- 
tials, in the highly vibrationally excited states where 
the adiabatic transfer can occur with single-phonon 
energy gaps, and with favorable Franck-Condon fac- 
tors [ lo]. Evidently, this process does not produce a 
significant dephasing to destroy the coherence in the 
oscillating populations, at least at low excess ener- 
gies. The possibility of non-adiabatic energy transfer 
on the repulsive wall, immediately after preparation 
of the wavepacket, also exists. Such a mechanism has 
been advanced in the gas phase [ 181, between 
B(311,,,) and the *lIlu surfaces, in order to explain 

the observed one-atom cage effect [ 191. In the pres- 
ent, such a transfer would split the wavepacket, cre- 
ating a significantly slower fragment on the A’ repul- 
sive wall after the sudden loss of x 1500 cm-’ to the 
lattice. This process is however quite unlikely in the 
solid, since it would involve the sudden creation of 
more than 20 phonons simultaneously. 

Somewhat surprisingly, we find no evidence for the 
participation of the ground state in the dynamics. 

Crossing over to the X state should lead to perma- 
nent loss of signal. Yet the comparison between ex- 
periment and simulation shows no such loss. In prin- 
ciple, population on the X state could be observed 
via a DtX resonance, at wavelengths shorter than 
the D’ c A’ resonance. Yet, no such contribution is 
observed, especially in the long-time scans at short 
wavelengths (Fig. 2 ), where instead of a long-term 
transient characteristic of vibrational relaxation on 
the X surface, population accumulation in v=O of the 
A/A’ states is observed. The transfer from A/A’ to 
X corresponds to a II to E flip, which would be in- 
duced by the angular anisotropy of the I-Ar pair in- 
teractions. Such non-adiabatic dynamics in the solid 
lattice has recently been treated by simulations [ 201. 
For collinear collisions, an earlier cage wall is to be 
expected for lI interactions as compared to E. At the 
present excitation energies, it may be the case that 
the molecule does not reach a large enough separa- 
tion to experience the convergence of these surfaces 
where non-adiabatic transitions become possible. 

6. Conclusions 

In this Letter, we have reported the first time-re- 
solved studies of a solid state photodissociation-re- 
combination process. The experimental results were 
analyzed by comparison with theoretical predictions 
generated by molecular dynamics simulation, com- 
bined with a simple classical reflection model to 
translate trajectory data into time-dependent signals. 
While the treatment is approximate, it succeeds in 
capturing the essence of the experimental observa- 
tions. Given the demonstrated experimental detail, 
systematic theoretical treatments including non-adi- 
abatic effects would be highly desirable in future in- 
vestigations of this model system. The experimental 
detail could be significantly enhanced by the use of 
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independent pump and probe wavelengths. This is 
particularly needed since there is significant uncer- 
tainty in the solvated potentials of I1. Despite these 
shortcomings, these initial studies allow us to draw 
important conclusions about the solid state dynam- 
ics, and allow comparisons of the main results with 
those obtained for liquids and clusters. 

The caging of I2 is complete in solid Ar. The pro- 
cess, including the direct observation of the mole- 
cule-cage collision, is most directly monitored in the 
present experiments. The cage-induced recombina- 
tion of the I atoms proceeds coherently, and leads to 
oscillations of the nascent molecule in the lattice with 
a population coherence that lasts for several vibra- 
tional periods. The lower the initial excess energy, the 
longer is the persistence of coherence, which lasts even 
after extensive vibrational energy loss to the lattice. 
This suggests that the origin of dephasing is the cage 
recoil, which is set in motion by the initial collisional 
agitation of the lattice. Further, it has to be con- 
cluded that the system retains memory of the initial 
excitation for periods of several picoseconds. Direct 
feedback of the cage on the guest atomic motions is 
also observed in the form of a period doubling in the 
oscillations of the time-dependent signal as excess 
energy is increased. In contrast, the vibrational relax- 
ation rate is independent of initial excitation energy. 
It is determined by the mechanical couplings, which, 
given by the agreement between simulation and ex- 
periment, are well reproduced by the assumed poten- 
tial parameters. The retention of coherence for many 
vibrational periods is the key to creating the oscilla- 
tory signals observed in the present study. Coher- 
ences in reactive dynamics that last several vibra- 
tional periods are of great interest, since they imply 
that, with proper choice of systems, chemical reac- 
tions in condensed media may proceed with mechan- 
ical specificity, relatively unaffected by random de- 
phasing induced by interaction with the bath modes. 

The present results can be directly compared with 
the recent studies of I2 entrapped in large Ar clusters 
[ 43 1. In the clusters, coherent cage-induced recoil of 
IZ is observed; however, at the reported excitation 
wavelengths, subsequent coherences in the nascent I2 
population is washed out [ 5 1. Extension of the clus- 
ter studies to longer wavelengths would be highly use- 
ful in assessing whether at softer collisions coherence 
can be maintained in the recombinant molecule. The 

observed recombination time in the clusters appears 
to be shorter than what is observed in the solid. How- 
ever, this comparison should be made with great care, 
since the probe windows in the two cases can be dra- 
matically different. This is due to the strong solva- 
tion of the ion-pair state, which dictates the probe 
resonance location, and therefore a strong sensitivity 
of the probe window to structure and size of the clus- 
ters is to be expected. In the clusters, there is clear 
evidence of extensive cage exit and subsequent dif- 
fusion-controlled recombination [ 4 1, while caging is 
complete in the case of the solid. We have verified 
that while coherence is lost, caging remains complete 
in the solid even when IZ is initially prepared at ex- 
cess energies of x 1 eV. It is also believed that, in the 
clusters, recombination on the ground state is ob- 
served [ 5 1. The arguments for the latter conclusion 
are not compelling, but not unexpected. Adiabatic 
transfer from A/A’ to X is to be expected if the at- 
oms exit the cage. That we see no evidence of this 
process in the solid we attribute to the separation be- 
tween the C and II repulsive walls, and surmise that 
at the excess energies in the present studies the con- 
vergence between these two surfaces is not reached. 
The arguments leading to our conclusion do not ob- 
viate the presence of a small channel for conversion 
to the ground state. 

The dynamics observed in solid Ar is more closely 
reminiscent of the photodissociation-recombination 
dynamics of 1, in small clusters of COZ [2]. Al- 
though recorded with a longer time resolution, the re- 
combination there shows oscillations that span sev- 
eral vibrational periods. Evidently, the charge-dipole 
interactions create a cage that is significantly tighter 
than in the case of neutral clusters, and comparable 
to the cage experienced by the molecule in the ex- 
tended solid. In recent time-resolved studies, coher- 
ent oscillations in 1, generated by photodissociation 
of I,- in polar solvents has been observed [21,22]. 
These are quite relevant to the general understanding 
of dephasing and relaxation dynamics in condensed 
media, but differ from the present case in their ori- 
gin. In the photodissociative generation of I,, the co- 
herence is transferred from the parent in its impul- 
sive dissociation, in the case of coherence built by 
photodissociation-recombination, the dynamics is 
dictated by the initial fragment-solvent interactions. 
The suddenness of the first collision, and a small het- 
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erogeneous contribution to the cage distribution, are 
crucial in retaining coherence in the subsequent vi- 
brational relaxation of the reformed molecule. 

The extensive studies carried out on I, in the liquid 
phase have shown no real evidence of coherent re- 
combination dynamics. Zewail et al. have reported 
on a liquid phase measurement under very similar 
conditions to the present studies (excitation of I2 (A) 
in liquid CCL, at 620 nm and probing via ion-pair 
state excitation) [ 231. Although recombination 
starting within 200 fs of the initial excitation is re- 
ported, the signal builds up with a rise time of 5 ps, 
and a dephasing time of 200 fs is inferred [ 231. In 
their recent work on CHzIz, the Harris group also 
concludes that single collision-induced recombina- 
tion does proceed in x 350 fs in the liquid phase [ 241. 
In general, however, this pertains to a sub-ensemble 
of the molecules. The combined effects of structural 
disorder and a much softer cage presumably produce 
a large distribution in recombination times, stretch- 
ing from single collision-induced events, to much 
longer lasting diffusion-controlled recombination 
[ 31. This is consistent with the relative success of 
treatments of the liquid phase process by dissipative 
stochastic dynamics [ 25 1. In contrast, the solid pro- 
vides an ordered rigid cage, in which sudden dynam- 
ics predominates. 
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