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With the proper inclusion of ion-pair configurations, the diatomics-in-molecules formalism can be
used to accurately describe hydrogen bonding. This is demonstrated for the well characterized
prototype, the HF dimer, the structure and entire potential energy surface of which is reproduced
within its known accuracy: At the stationary poirfftential minimum and saddle poinenergies

and bond lengths are reproduced with an accuracy b¥, and the soft hydrogen bond angles are
determined to within~5%. This is accomplished through a minimal basis Hamiltonian—
19-dimensional matrix to describe the planar complex—constructed with analytic fits to accurately
known or determined pair potentials. The construct includes thE Hon-pair states of the HF
monomer units. The three-body nature of the inductive ion-pair interactions with neutrals is
preserved, in the spirit of diatomic-in-ionic-systems. Basedabrinitio estimates, in the limited

range of interest, a Gaussian function describes the mixing between ionic and neutral states. The
amplitude of this function is the only adjustable parameter in the model. The ionicity anisotropy and
nonadditivity of interactions, responsible for the structure of the HF dimer, result naturally from
mixing between ionic and neutral surfaces. 1®98 American Institute of Physics.
[S0021-960628)02411-§

I. INTRODUCTION retains the chemical insights at the desired level of rigor and

The semiempirical diatomics-in-moleculesDIM) accuracy. Through stringent requirements of spin coupling

theory! originally developed to construct potential energyschemes and spatial transformations of directional atomic

surfaces of polyatomics based solely on fragment diatomi ases, _DIM_ Hamlltomans reprodut_:e the effec_tg of valence,
ond directionality, and configuration interactibri. When

interactions as input, is a well established formalism which; " N ) , .
has been successfully implemented in a variety ofn addition to neutrals, ionic configurations are included,

applications:~3 The formalism is particularly suited for re- then configuration interaction between ionic and neut_ral
active dynamics calculations, over ground and excited elec3tates of the same symmetry produce the effects of polariza-
tronic surfaces, where efficient evaluation of realistic globaltion, or of bond ionicity. This aspect has been well recog-
potential energy surfaces are cruddland has been success- nized in the_past. A good case gtudy is the construction of the
ful in applications to molecular structure determination, ~ O+Hz reactive surface, where it has been demonstrated that
rather complete citation of the early work can be found in thdncorporation of the O-H, and H'-O™-H", configurations
review article by Kunt2® More recently, DIM has found are crucial in generating realistic surfaces that contain the
utility in the description of intermolecular interactions, to Proper physics® Moreover, once this important configura-
describe anisotropies and nonadditivities in such, with thdion is included, much of the excited states can be ignored
expressed purpose of developing a systematic approach &hd DIM matrices of manageable dimension can be pro-
the description of multibody interactions, such as encounduced to describe the global surfaces. Very closely related to
tered in condensed mediz An illustrative example of the the present study are DIM treatments of therFp,**
power and promise of the approach in such applications cafi+HF,">*® and F+F,,** reactive surfaces, in which ionic
be found in the recent simulations of nonadiabatic dynamic§ontributions from H and F* fragments have been included.
of I, and |, in condensed media, simulations which includedThese treatments, however, suffer from the limitation that
the full manifold of electronic states that correlate with the inclusion of ionic states is made with strict adherence to
I(2Py)5,2P3) limits.® DIM, treating all interactions as pairwise. The closely related
In DIM, the choice of atomic configurations to be in- formalism of diatomics-in-ionic-systemIIS),'* evolved
cluded determines the set of polyatomic basis functiongrom the consideration of condensed phase systems, such as
(PBP and their decomposition in terms of diatomic poten-the charge transfer states of a Cl atom isolated in the polar-
tials. There is not a firm prescription for such a choice andzable lattice of X&' A main difference in these treat-
hence for its partitioning. The guidance and constraints arenents is the recognition that ionic interactions, and in par-
provided by the aims of using the minimal basis set thaticular induction terms, are vectorial multibody terms that
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have to be incorporated as such. In essence, DIIS is not 2
strictly a diatomics based methddWhile the need for a
consistent treatment of electrostatics in extended ionic sys-
tems is rather obvious, more subtle are the “nonbonded” H
interactions of small systems such as HF-ZA&r, and
Cl,—Ar,%® in which dispersion may be expected to be the R
dominant force. Yet, we have shown that the known nonad-
ditivity of interactions in these cases can be retrieved through H
DIM matrices of reduced dimensionality, by ignoring much o
of the covalent electronic manifold while retaining in the
construct a proper account of the energetics of the lowest
ion-pair configurations: HF~ and CI"Cl™, in these particu- F
lar case$@%© As in DIIS, the three-body correction for an
ion-pair interacting with a polarizable neutral was included
in these treatments. The obvious implication of that analysis
is that polarization plays a major role in the nonadditivity of FIG. 1. Geometry of (HF).
pair potentials in these “van der Waals” complexes, and that
these effects can be rather directly reproduced through con-
figuration interaction between ionic and neutral states. ) ] o o

A natural extension of the above concepts and analysis i9" in-plane rotationsy , 6, as indicated in Fig. 1. Although
the consideration of hydrogen bonding. Given the ubiquity Ofthe matrices are initially con;tructed in full dimensionality,
hydrogen bonds and their importance in nature, a simple?'”ce.the r_nost important stationary pomts of the surface are
accurate and insightful method of describing them should b&0ntained in the planar geometry, we will restrict the evalu-
valuable. We focus on the HF dimer, which as the prototypédtions to this plane. _
of H bonding has been extensively scrutinized by experi- 1h€ DIM formalism is nicely documented in many pa-
ment, and byab initio and semiempirical theorid§25 At pers, 2We follow the matrix formulatl_on 0r|g_|nall_y given by
present, the multidimensional potential energy surface of Ully-~Quite generally, the polyatomic Hamiltonian operator
(HF), is one of the best characterized, therefore, well suitedn@ b€ partitioned into diatomic and monatomic parts

as a test case. We give a systematic construct of the DIM
potential surface, and compare it with other determinations.
While previously we had been satisfied with qualitative de- HZ; bza Hab_(N_Z)E Ha- @
scriptions of nonbonded interactiohs) the present case, we
show that quantitatively accurate results are obtained. Wevith the selected set of PBF’s this Hamiltonian is converted
surmise that this will not be limited to the case at hand.into the matrix form, and the total Hamiltonian matrix whose
Having established the accuracy of the reproduced PES, wgigenvalues give estimates of the polyatomic energies is de-
dissect various terms in the DIM matrix to provide an intui- composed into diatomic and monatomic matrices as pre-
tive understanding of the subtleties of structure and couscribed by Eq.(1). The fragment matrices are constructed
plings in this system. It should also be recognized that throm the monatomi®/, and diatomidV ,;, energies which are
surfaces by construct are global in nature, valid in regionsissumed to be known. The creation of monoatomic matrices
where experiments have not yet probed. Accordingly, weequires only a knowledge of atomic energy levels, ioniza-
provide the necessary details to lend the constructed matrigon potentials, and electron affinities. The construction of
useful for dynamical calculations on this system. the diatomic part is more cumbersome. For each diatomic
The organization of this paper is as follows. Section Il constituent, the initial basis set should be transformed in
gives the essentials of the theory in its application to (HF) such a manner that the specific electronic states with respect
Specification of the blocks for the DIM matrices is clarified tg the spatial and spin quantum numbers are recognized. This

in Appendix A. Diatomic fragment data are discussed in Secis accomplished through a set of transformation matrices
lll, and the corresponding analytical functions are collected

in Appendix B. The principles of neutral-ionic mixing ap- _ paby+/paby+ T+ p—1 abpab

plied here are discussed in Sec. IV. The results of the present Hap=(R") " (Ra) " TapBap VarBapTaoRa R™ (2
calculations are given and discussed in Sec. V, where w
compare the derived potential energy surface of (Hkith

the benchmark Quack—Suhm SQSBDEYiwve close with
concluding remarks in Sec. VI.

=y

fh which Rgb represents the spatial rotation matrix that ro-
tates the atomic quantization axis to thke direction, T, is
the spin transformation matrix of the fragment, &by, are
the matrices which mix diatomic states.

Depending on the diatomic states concern@gl, will
serve two different purposes. In the case of the heteronuclear
HF fragments, theB,, matrix connects states of the same

The designations and geometric parameters of the { HF)spatial and spin symmetry. In our limited bases, the mixing
complex are shown in Fig. 1. We distinguish the bougdf  in HF is only between two states: th& * ground state cor-
and free FH; monomer subunits, and the choice of anglesrelating with the lowest energy dissociation limit of neutral

Il. THE NEUTRAL-IONIC MODEL OF (HF),
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TABLE I. Atomic states contributing to polyatomic basis functions and corresponding diatomic potentials.

Diatomic potentials

Atomic states HF 7] F,
FCCP)H(®*S)F(*P)H(%9) L3S (HF),YSII(HF)  133(H)) P YAV S S | I | S
18 compositions I T S S | W | LW

all states of the Ffragment
F (*S)H'F(*P)H(*S) B(HF), 23 (Hy)gu 3 (Fy) g, TRy ) g u
FCP)H(2S)F (*S)H* 25 (HF),2II(HYF),
F (*S)H(3S)F(?P)H* 1S (HF) MI(HF)

FCP)H'F (19)H(%9)
12 compositions
H*F (*S)H F(1S)
IS(HYFY) at ryp=~reg
1 term — 1/, otherwise 1 1k

atoms FEP)+H(2S), and the ionic!S " state correlating ©f diatomic halogen8® The same applies for the triplet
with the F ('S)+H" limit. Accordingly, the needed 22  states. The corresponding blocks of the matriBgs - Va,

blocks by of the unitary matrixByg are 'BAz’ whereA, stands for H, F,, F,, are given in Appen-
dix A, and should be compared to the closely related matri-
sinB(ruyp)  cosB(ryp) ces of H+F, and F+F, given by Duggan and Grice:**
bre= —cosB(ryp)  sinB(ryp) )” ®) As it is clear from Table I, which shows onlg- and

P-type atomic functions, the rotation matricl§§b are easily

The mixing parametep, which depends on the H—F dis- constructed from the unit blocks and the<2 blocks of
tance, serves as the only adjustable parameter of the presgaianar rotations with angles deduced from geometric consid-
model. Its evaluation will be described in Sec. IV. We shoulderations(see Fig. 1L Spin transformation matriceB,;, can
note here that the power of the DIM method is to a largealso be obtained unambiguously, to generate singlet {HF)
extent grounded in the ambiguity of mixing paramé&ter from the definite spin statesinglet or triplej of monomer
which are allowed to be adjusted at some reference points asubunits EH, and RH;. The required X 2 blocks of theT
the polyatomic potential energy surface, and then used fomatrices are also given in Appendix A.
predictions elsewhere. The ambiguity arises from the fact The final expressions for the diatomic Hamiltonian ma-
that, invariably, truncated bases are used for the decompodrices are
tion. The strategy is, however, workable as long as the defi-
nitions are soundly grounded in theory. The choice of the HoFy R HoFo
elements oBy will be based on results of quantum chem- HHbe:(RFb (61)) BHFVHbeBHFRFb (61),
istry calculations and the known experimental dissociation
energy of (HF}. In the case of the homonuclear fragments, o o
H, and k, the matrixB,, unmixes theu andg states of the HHfFf=(RFff '(492))+BQF1VHfFfBHFRFff (0,),
diatomic, i.e., states symmetrized with respect to inversion
within the homonuclear fragment.

Table | shows the overall construct of the polyatomic HHbe:T:'be(R:IFb( 03))+VHbeR?;Fb( 03)Thr,.
basis functions and lists the electronic states of diatomic
fragments HF, HF~, HF, H'F, F,, F, used to fill in the
diagonal matrices/,,. In Appendix A we provide more —T* HpFy + HpFy
explicit details of the matrix, and its block factorizationAn Higr = Thor (Re (82) Vi R (82) Thyer
andA” symmetries when the treatment is limited to the pla-
nar geometry. _ _ _ o Hu =T BV By Th.,

Each of the basis functions shown in Table | is written as bt 2 T2 T2 T2 2
a product of atomic functions or the Cartesian components
of P functions multiplied by the proper spin factors. In the
case of homonuclear diatomics these functions are trans-
formed to relate them to molecular states of eiteor u
symmetry. This transformation is trivial for tHf®@ combina-  in which the angle®); and 6, are those between tteaxis
tions required in the case of the;Hragment. In the case of and the H—F; and H—F, directions, respectively.
P combinations, required for,Fand F fragments, the pro- The dimension of the DIM matrix in the selected basis is
cedure is direct and has previously been given explicitly by31. This would allow the consideration of arbitrary geom-
Gersonde and Gabriel in their treatment of the singlet statestries of the complex. Limiting ourselves to the planar ge-

4

He e = ngB'gleFzBFzT Far
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ometry, and the ground electronic state'éf symmetry, it its. For F, and F -diatomic fragments, thab initio results in

is sufficient to consider the 2919 block of the full matrix.  given in Refs. 30 and 31 are used to obtain the functional fits
The energy surfaces of (HF)to be discussed below, are given in Appendix B.

obtained as the lowest eigenvalue of this 19-dimensional |n spite of the known good qualitgb initio data for the
Hamiltonian matrix. The structure of the matrix, with com- HF and HF/~ states, we recompute these potentials because
ponents of the basis set arranged in the order: neutral, mixefle results described in the literature were given only in
neutral-ionic, and pure ionic, is schematically illustrated i”graphical forn2~*For the ground stat¥ > " potential of
Appendix A. The coupling between the correspondingHF, we combine the experimental RKR curve given for in-
blocks of the total matrix is govel’ned by the miXing param'ternuc|ear distances 085<§fHF<1 A,36 with our Ca'cu'a_
eter 8. If =0, the energy of (HF) comes from the 10 tions and fix the dissociation energy with the experimental
X 10 block of neutral states, #=90°, then pure ionic struc-  yajye of 6.12 e\?” Almost all HF potential curves have been
ture is assumed. Intermediate valuesfoproduce neutral-  optained using large-scale configuration interactioh cal-
lonic mixing. _ . _ culations with the help of theamess program suité® using
We deviate from a strictly DIM implementation by re- the AO basis set given explicitly by Segal and WiifFor
specting the three-body, vectorial, nature of an ion-pair ineach electronic state, first, the solutions of the MCSCF equa-
make this correction for the leading electrostatic term ofGAMESS) have been obtained, by including the orbitais—2
charge induced dipoles onfyNoting that thisr ~* term is 4g, 1, 27 in the active space and keeping the(E) orbital
contained in ion-neutral pair potentials which are used a$, the core. Then the Cl calculations were performed by
scalar functions, we correct for the ion-pair interactions Withusing the second-order CI option GAMESS with the FORS
neutral centers by adding the cross-polarization term. In thgiimized molecular orbitals angbRrs reference configura-
present application, this correction term tions (total number of configuration state functions actually
used in Cl is 75 000-125 0D0To some extent, this proce-
AV — ME=HMH+H N Me-plH+E 5 dure is equivalent to the MRD-CI treatment of Refs. 34, 35.
o™ ¥H 33 T AR 33 ®) " ntheS* block of the HF problem we needed two lowest
F~H H*H FF H'F . .
roots of the secular equation, the first corresponded to the

is added to the diagonal elements of the neutral-ionic part ok = ", the second to the ion-pair '~ potential.

the Hamiltonian matrixXa stands for polarizability The ef- The same approach has been applied for the calculations
fect of this correction is most significant for configurations of the X “II state of HF. The computed pictures of all these
F, H - +-FHy and RHy --F; H, where(--) represents a curves are found to be consistent with those described in the
separation large compared to the bondlength in the bound devious c':alculati'on§2.‘35 '

free unit. Note, the inclusion of Eg5) is what distinguishes We did not find references on the calculations of the
the present formulation from a strictly DIM treatment, since’> " state of HF. The curve computed by us has a peculiar
in effect, triatomics are included in the partitioning. To be Shape with a barrier separating the potential well from the

more precise, the treatment should be qua“ﬂed as BlIS. dissociation limit. The final energy values used in the fitting
procedure were computed with even a greater effort, namely,

using the QCISIT) option of GAUSSIAN-94 in conjunction
lIl. THE FRAGMENT ENERGIES with the AUG—cc-pVTZ basis' séf The compgted param--
eters of this curve, the potential well and barrier, are consis-
The constituent fragment energies of the diatomictent with the results of recent photoelectron spectral studies
Hamiltonian matrices are obtained through high leaelini-  of HF.*°
tio quantum chemistry calculations with appropriate empiri- In order to construct th& 23" potential of HF we
cal corrections. From pilot DIM estimates, we determineemploy the results of Ref. 35 together with those of our
which of the diatomic contributions play the most importantcalculations. As has been concluded in Ref. 35, after cross-
role in predictions of the (HR)energies within the required ing the X 13" (HF) curve when moving from the dissocia-
limits of polyatomic coordinates, and pay special attention taion limit H+F~ the most stable form of HF is a free-
the specification of these potential curves. electron HF-e state, possessing a potential curve which
Accurate solutions of the adiabatic electronic equationgparallels quite closely that of the neutral ground state. In fact,
are known for the required staté& |, 23 of H;,%” and  for these distances, both curves should coincide completely
35, %2, of H,?® Theseab initio energy point§**®are in the basis set limit when the number of diffuse atomic
used in conjunction with the known long-ran@s param-  orbitals is sufficiently large to describe the unbound electron.
eter, and the parameterB,() in the exchange energy ex- Therefore, to represent this anionic potential we combined
PressionVe,= = B-r-exp(—¢-r) for the Hj terms?® two curves: ar ,<1.4 A (which corresponds to a crossing
For the diatomic potentials of ,F F,, HF, HF", and  point according to Ref. 35we took the curve of the ground
HF~ species, the same level of accuracy cannot be expectesate of neutral HF, and at,=>1.4 A we use a curve calcu-
from ab initio data, and appropriate empirical corrections ardlated by us with the QCIS(') option of GAUSSIAN-94 using
required to construct the potential curves. We use experithe AUG-cc-pVTZ basis set.
mental values for the ionization potential of H, 13.6 eV, and  The fit to all potentials of ionic nature (HE ,H'F")
electron affinity of F, 3.40 eV° to describe dissociation lim- given in Appendix B takes into account the experimental
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data for the polarizabilities of the corresppqd|ng neutral partWith parametersh=0.538, B=1.48 A2, and C=0.92 A.
ners, as well as other long-range coefficients for the

9 Accordingly, for the cross-pairs,¢A, (wherer>1.8 A at
states of HF: o

equilibrium) and FH; (wherer>3.2 A), complete neglect

of mixing is justified. Thus, we include mixing only in the
monomer units, k¢ and HF,, and while we retain the
IV. MIXING PARAMETER FOR NEUTRAL AND IONIC form suggested by Ed6) we treat coefficienA of the equa-
STATES OF HF tion as the single adjustable parameter of the model. The
adjustment is made at a single point on the multidimensional

ider the mixi ffici diustabl PES, at the equilibrium structure of the dimer, to reproduce
consider the mixing coefficieng(r) as an adjustable param- the experimental dissociation energy of the hydrogen bond,

eter. Thus, while the construct forms a qualitatively correctD = 1561 cni%.25 This is accomplished by varying until
fra_lmework for energy e.s'gimates.,, guantitative results_are Ob[hfa minimum energy of the DIIS surface as a function of all
tained by this semi-empirical adjustment. NgBajetermines coordinates—Rer, 01, 65, R(HyFy), R(HF,)—agrees with

thz.'oTC'ty og‘hthel_?round sltate I?urface asa fllj.nfilt'o.n ?I] COthe reference value. The final value Af=0.383 is used in
ordinates in the (HF) complex. It appears explicitly in the the rest of the calculations.

HE fragment mgtrix. In principle, both intra-molecular ion- The adjusted mixing parametgr which reflects the ion-
pair states and intermolecular charge transfer states CO_UId li’(ﬁty of the HF bond, is noticeably different in different treat-
included. However/3(r) has a strong dependence, spallng ments of polyatomic systems where HF enters as a diatomic
as the overlap between_ ele_ctron—h_o!e wave fun(_:t|o_ns. Aﬁagment. The value oB reported by Duggan and Grice, in
such, the dominant contribution of mixing between ionic andtheir treatment of HE L is approximately twice smaller than
neutral states can be expected to arise from the intramolecnﬂﬁe value found optir,nal in our analysis of (HE)Similarly

lar coupling. Accordingly, we _onIy copsider _mixing within in our previous analysis of Ar—HE? the value determinéd
the Fthandclj%Hfl_'morlllortnerhumts, ant:,[ihlgpolrt?] It fo;]tthhe CTOSS for B was considerably smaller than in the present. These
pairs Fbﬁ.f f”mt FH, . No e,l o'w?]/er, ata ougt .etm|x- differences do not reflect serious inconsistencies, but rather,
INg COETNCIEnts appear only In the monomer Units, INerMo-ye y5nstrate the sensitivity of the results to the diatomic in-
lecular charge tr.ansfe.r cohflggrat|ons appear through the e)f)'ut information used in these semi-empirical analysis. Dif-
chatnge interactions implicit in the jHand F; fragment ferent procedures for extracting and different pair poten-
matrices. tials are used in these analyses. Nevertheless, in all cases

An initial estimate off(r) is derived from the analysis ,..ontaple representations of DIM polyatomic surfaces are
of the variationally obtained coefficien@;, of configuration derived

state functions in the conventional configuration interaction
(Cl) method, however, built on the atom-localized orbitals.
More specifically, we apply the transformation from the ca-V- RESULTS AND DISCUSSION
nonical molecular orbitals calculated by the Hartree—Fock
method to the natural atlomic orbitalslAO) within Wein- through a variety of experimental and theoretical
hold’s natural bond orbital analysis. The NAO allow a analyse$-2°The structure is illustrated in Fig. 1, and deter-
clear mterpretgtlon ofllonlcny. In the presgnt case, for the HRyined by the parameteRee=2.72 A, 6,=10°, 6,=63°.
molecule, we insert into the Cl expansions a set of atoMyhg equilibrium values of;, 6,, which are fairly represen-
localized orbitals labeled as cores(¥), lone pair orbitals  (4ive of such intermolecular complex®sis nontrivial to
2px, 2py, 2p, of F and 3(H) instead of the canonical (aiipnalize. Quite clearly, a subtle balance of forces occurs,
lo—30, 1w orbitals. _ _ ~and this should be possible to generalize in hydrogen bond-
_ Construction of Cl is carried out in a manner consisteniiyg systems. In the particular case of the HF dimer, a refined
with the full optimized reaction spacer complete active iy gimensional potential energy surface has been con-

space option by distributing 8 valenc_e eIectr_ons of the HF i1 cted by Quack and SuhfhiThis so-called SQSBDE sur-
molecule over F(8,2p) and H(Is) orbitals. With the NAO 56 s given analytically, and in addition to optimizing the

it is possible to recognize the configuration state functiongrface in full dimensionality to reproduce high resolution
that correspond to th_eT;: lonic eleg:tromc configuration. y;ipration—rotation spectraab initio quantum chemistry
When taking the ratioCioy/Ciont = Cheye Where Cion and - hoints21 and hydrogen bond dissociation energies are used to

Creu are the variational coefficients of the ground state Clyefine parameters of the surface. We will use this surface as
wave function, we obtain the required estimate of the weight, (eference in discussing the DIIS results.

of the ionic configuration. In essence, we analyze the ratios  The pIIS energies for planar (HF)are obtained as the
of coefficients in valence-bond-type wave functions. lowest root of the 1& 19 Hamiltonian matrix described in
The quantum chemistry calculations described abovesee || ysing the diatomic inputs described in Sec. IlI, and
have been carried out using the triple-zeta basis set for thge pair functions collected in Appendix B. The predicted
ground state of HF. In the relevant range of H_ZF distancesyface is illustrated as a contour map in Fig. 2, juxtaposed
0.9A>r>3.2A, the computed dependence of*shonr \yith the reference surface of Quack and Suliihese plots
fits the Gaussian form represent the topology of the surfaces as a functiofy afnd
#,, at the equilibrium F—F distandsame as Fig. 7 of Ref.
sire B=A exf —B(r—C)?] (6) 18). The two surfaces are remarkably similar in all features.

In this application, as in our previous treatmehtsg

The equilibrium structure of (HB)is firmly established
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FIG. 2. 2D cuts of the DIMleft pane) and SQSBDE Ref. 1&ight pane) potential surfaces along, and 6, at the equilibrium F—F distandeontour lines
are drawn every 100 cr starting from 1600 cm?).

In Table Il we compare the computed parameters of the threeomparisons the predictions are within the known accuracy

most important stationary points—the potential minimum,of the features of this well determined surface.

the C,,, saddle point, and th€,,, saddle point—with those At the C, equilibrium geometry of the dimer, the devia-

of the reference surface, as well as experimental and otheéion between our values and those of the reference surface, or
theoretical determinations. It should be evident that in allexperiment, is within the same limits as those computed with

TABLE |l. Parameters of the stationary points of (HRylistances in A, angles in degrees, energy in tm

Stationary
point rem, TR, Ree 01 0, AE?

Cs minimum  This work 0.921 0.922 2.72 15 64 1560
Quack & Suhm(Ref. 18 0.923 0.921 2.722 9.0 64.13 1559.3
Peterson & DunnindRef. 19 0.922 0.920 2.73 7 69 1610
Necoechea & Truhla(Ref. 20 0.923 0.921 2.723 9.9 65.47 1540.1
Bunkeret al. (Ref. 2] 0.922 0.922 2.749 7.1 61.7 1530
Collins et al. (Ref. 22 0.923 0.921 2.742 7.33 69.54 1655
Experiment(Ref. 23 2.72£0.03 10t6 63+ 6
Experiment(Ref. 249 7+3 602
Experimerit 1561

C,, saddle
This work 0.921 0.921 2.640 62 118 332
Quack and Suhn(Ref. 18 0.922 0.922 2.629 54.92 125.08 3515
Necoechea, TruhlaiRef. 20 0.922 0.922 2.629 55.77 124.23  229.7
Bunkeret al. (Ref. 2] 0.923 0.922 2.722 56.1 123.9 332

C., saddle
This work 0.920 0.921 2.83 0 0 297
Quack and Suhn(Ref. 18 0.923 0.920 2.815 333
Bunkeret al. (Ref. 21 0.922 0.921 2.866 345

@AE for the minimum is the dissociation energy to two monomersHHiF, AE for the saddle points are given
with respect to the corresponding minimum energies.

bThe experimental binding energies are derived from Ehegof Bohacet al. (Ref. 25 and the zero-point
vibrational corrections of Quack and SulRef. 18.
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the help of largeab initio calculations. Within deviations of
0.1%, the DIIS values of the H—F distances show the effect
of stretching from the original value of 0.917 A in the un-
complexed molecule, with a slight asymmetry between
bound and free units of the dimer. The F—F distance @&nd
fall well within the uncertainties within which these quanti-
ties are known. The value &f;, showing deviation from the
linear hydrogen bond axis, seems slightly overestimated il
our results. This occurs in a very shallow basin, the contour
of which seem in quite acceptable agreement with the refer
ence surfacésee Fig. 2

Astonishing is the accuracy of the DIIS determination of
the saddle points of th€,,, andC.,, symmetry, particularly
in view of the fact that the single adjustable parameter wa:
fixed by the energy at the equilibrium geometry. The predic-
tions for both geometry and energy of the saddle points ar
of comparative accuracy to thab initio calculations. The
determined bond lengths and energies at these points shc
the proper trends and remain within accuracy bars-@f56.
Somewhat larger is the discrepancydfand 6, at theC,y,
saddle point when comparing the DIIS results with the othel
theoretical values. Again, these are soft coordinates, and tt -30

e 60
agreement should be regarded as surprisingly good. 12090 60 30 0 30 60 80 120 150 160 210 240

Quite clearly, the present construct is capable in repro 3 = -

ducing the subtle interplay of forces that determine the struc Zg

ture, energetics, and therefore presumably, the nature of h 210

drogen bonding. s Q
Once the laborious task of constructing the DIIS matrix §’ 120

is completed, a major advantage of the formalism is tha v 90

through the solution of algebraic equations entire surface a0
are predicted. In particular, the scheme should lead to a co 0]
rect description for every dissociation channel, since by con Zg\ Q
struction all diatomic fragments dissociate into the correc -120-90 -60 -30 0 30 60 90 120 150 180 210 240
limits, and therefore we know priori that the energetics in 9,, deg
asymptotic regions are true. We illustrate this feature by
_showmg in Fig. 3 plots of the same surface for three increasg,5 3 2p cuts of PES along, and 6, at () Ree=2.72 A (contour lines
ing F—F distances, at 2.7, 4, and 6 A. These surfaces thege drawn every 100 cm, starting from 1600 cmt); (b) Ree=4 A (con-
represent the adiabatic dissociation path of the complex int@ur lines are drawn every 35 cih starting from —525 cni'?); (¢) Rer
two monomer units. The constructed matrix should be quite=6A (contour lines are drawn every 20 cinstarting from—140 cm ™).
useful in dynamical calculations.

Given the successful reproduction of structure and ener-
getics, the investigation of contributions in our Hamiltonian
that determine the final balance of interactions that dictatéor 3~38°, at which value a significant admixture between
the HF dimer geometry, seems valuable. For example, thisnic and neutral surfaces occurs. Therefore, in the present
roles of neutral, ionic and mixed neutral-ionic terms in thescheme, the asymmetry of the complexeistirely due to
Hamiltonian can be investigated by simply considering surneutral-ionic mixing.

6,, deg

6,, deg

faces generated with the mixing paramegeset to 0°, 90°, The mixed neutral-ionic block may be further decom-
and an intermediate value, respectively. We offer the follow-sposed to clarify the roles of specific diatomic potentials. To
ing analysis. this end, the contour plots of Fig. 4 are informative. In these

The purely neutral model leads to the linear structureplots, the mixing parameter and the F—F distance are fixed at
F,—Hy - -Fs—H; with an exaggerated F—F distance extendedhe equilibrium values of the full DIIS matrix, at 38°, and
to 3.7 A and a binding energy of only 60 cth Evidently, 2.7A, respectively. The upper panel refers to the case when
the classical picture of a linear hydrogen bond arises fronthe ionic contributions from B and F, diatomics have been
purely neutral contributions, and yields a binding energyeliminated from the ionic block, and the corrections for the
characteristic of strictly dispersion interactions. vectorial summation of the remaining ionic contributions

Deviations from linearity, which result from the anisot- [Eq. (5)] have been omitted. In sharp contrast with the linear
ropy of intermolecular interactions, can only be explainedarrangement of the purely neutral representation, the com-
when neutral-ionic mixing is taken into account <@ plex is now ‘L’ shaped, with mutually orthogonal axes
<90°). The data of Table Il and Figs. 2 and 3 are obtainedetween bound and free monomers. This geometry is mainly
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which three-body induction terms were properly included,
was sufficient to reproduce the known nonadditivity of pair
potentials. The necessity of including excited ionic configu-
rations in DIIS matrices has a long history, with the main
body of that work relying on coding the ionic contributions
on a pairwise basis, in strict adherence with the DIM formal-
ism. Neither in the case of the HF dimer, nor in the “van der
Waals” clusters considered by us, would it be possible to
account for the structural details and energetics based on
pairwise interactions alone. Thus, as in the DIIS extension of
DIM,*® proper treatment of the electrostatic forces in the
ionic states we regard as one the most important conclusions
30 0 30 60 90 120 150 180 210 240 of the present quantitative test.

S = The peculiar structure of the HF dimer is nontrivial to
& rationalize by standard arguments. It arises from a subtle
Q interplay between intermolecular forces. The structure arises

naturally in our treatment, as a result of mixing between the
anisotropic ionic excited state and the ground state. That the

6,, deg

-120 -9IO -6:0
T

o
g 120 N hydrogen bond is dominated by polarization is perhaps not
$ P too surprising. That the effect can be quantitatively repro-
60 . . . -
30 duced by inclusion of the three-body, ion-pair induced polar-
0 ization of the upper state, namely the leading electrostatic
-30 (A term in the ionic manifold, is an important finding. It sug-
60 PR P S AU S OV S e gests a general means for rationalizing such interactions, and
-120-90 60 -30 0 30 60 90 120 150 180 210 240 ’

0, deg a relatively direct method for constructing accurate surfaces.
The required input for constructing such surfaces consists of
_ a small set of diatomic pair potentials, atomic polarizabil-
FIG. 4. 2D cuts for PES along, and 6, at Ree=2.72 A (contour lines are ities, and the mixing function between ionic and covalent
drawn every 100 cm) and equilibrium structure computed with various b . . .
contributions to the total potentigsee the text potentials. Thellatter is treated as an adjustab_le_ parameter in
the present. Given the important role the mixing function
plays in these constructs, its systematics, and in particular its
] o ot scaling with basis sets used, deserves more careful attention.
deteimmed by thze Eontrlbutlons from tRH and 2 states Clearly, estimates of the mixing parameters can be obtained
of H'F and from"%™ state of HF. Upon correcting for the  gjther from theory or from known polarities of bonds, and at
three body ion-pair-atom interactions, by including the connat |evel already yield qualitatively correct surfaces. We
tribution from Eq.(5) the contour plot of the lower panel is shoyld note that the model does not assume a fixed dipole on
obtained. This surface already shows the main features of thfe HE monomers. Since the polarity of this bond is pro-
full t_reatment, and the pred_icted equilibrium structure is esqyced indirectly through mixing with the ionic surface, it is a
sentially the same as the final. We may therefore concludgeyiple function of the geometry of the complex. This flex-

that the delicateC, equilibriun; geometry of (HR)is dz‘?tef' ibility will appear as nonadditivity in intermolecular poten-
mined mainly by the’Il and?> " states of HF and*S tials created by electrostatic expansions.

state of HF and the three-body corrections to the ion-atom  Fipally, we should admit that the accuracy with which
interactions. All other diatomic potentials, including inter- the HF-dimer surface was reproduced, in particular the struc-
molecular charge transfer configurations, play minor rolesyre and energetics of the saddle points far from the mini-
but are necessary in obtaining the quantitative surface.  myum where the calibration was made, was surprising. Indeed

the procedure involved the adjustment of one parameter,
VI. CONCLUSIONS therefore remains semiempirical.

By virtue of the accuracy with which the HF-dimer po-
tential energy surface is known, it serves as a rigorous test
for the adequacy of the DIIS method in quantitative treat-ockNOWLEDGMENTS
ments of hydrogen bonding. The success of the present treat-
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TABLE lll. The decomposition of the polyatomic basis set in terms of atomic functions, numbering of the PBF,
and corresponding diatomic potentials that enter\thg matrices, for th¢ A’ symmetry block.

Atomic functions Diatomic potentials
N Hy Fy Hs F V(HyFy) V(H:F) V(HyF) V(HiFy)  V(HiHy)
1 HGS F(Py H(S) F(Py 1 1 1 1 3
2 HPS) F(P,) H(*S) F(Py *1 11 °1 °1 3
3 HPS) F(P,) H(*S) F(P) il 3 '3 1 3
4 HGS) F(P,) H(’S) F(*P,) 1 33 ) *11 s
5 H(’S) F(Py) H(®S) F(Py) 1 il il all 3
6 H(S) F(Py) H(®S) F(Py) *1 1 *1 il %
7 HGS) F(P) H(S) F(P) '3 R R '3 'y
8 H(S) F(P,) H(S) F(Py ) 11 *11 3 3
9 HES) F(P) H(S) F(P) '3 3 ) ) 3
10 HES) F(P) H(’S) F(°P,) 33 ) 3 ) )
11 H F (') HES) F(CPY 'S(H'F) i 2M(H'F)  2S(HF)
12 HCS) F (' H' FCPY Z2(HF) AI(H'F) n IS(H'F)
13 H"  F (!9 H(BS) F(P) I(H'F) 3 Z(H'F)  23(HF)
14 HES) F (') H"  FGP) 32(HF)  Z(H'P) 15, IS(HYF)
15 H"  FEPY H(S) F ('S ZAI(H'F) 2ZI(HF) I(HF) n
16 HCS) F(P,) HY  F (‘9 il S(H'F)  ZS(HF)  2II(HPF)
17 H F(PP) H(3S) F('s) 2Z(H'F) ZI(HF) IZ(HF) 3
18 HES) F(Py) HY  F (%9 3 S(H'F)  ZS(HF)  23(H'F)
19 H F(@s) HY F((s) I(H'F) IZH'F) -1k -1k 1
APPENDIX A 1 V3
Table | of the text shows the constituents of the poly- _,  _ 2 2 (A1)
atomic basis set of 31 functions used in the DIIS matrix. HoFy— "HiFy V3 1]
Tables Il and IV give a more detailed description of the I )
basis set and the diatomic inputs. There, we also number the
PBF to describe the structure of the matrix. If we restrict
ourselves to planar symmetry, then the<31 matrix can be 1 V3
blocked out into a 1819 matrix of A’ symmetry and a 5 7
12x 12 matrix of*A” symmetry. The'A” matrix consists of ty =tp = (A2)
a 10x 10, 8x8, and 1X 1, blocks of neutrals, neutral-ionics, 2 2 v 1
and ionic functions. Similarly, théA” block consists of 8 2 2
X 8 and 4x4 blocks, of neutrals and neutral-ionics. This is
also the ordering of the PBF vector in Tables Ill and IV.
The 2X 2 spin transformation matrices:,, of Eq. (2), The F, fragment matrices appear in the neutrals as over-
enter the neutrals block, along the diagonal, for the R, lapping singlet and triplet manifoldé& x5 for A’ and 4
H,F: and HF, fragments. They are X 4 for *A"). Explicitly

TABLE IV. The decomposition of the polyatomic basis set in terms of atomic functions, numbering of the PBF,
and corresponding diatomic potentials that enter\thg matrices, for thé A” symmetry block.

Atomic functions Diatomic potentials

N Hy ) Hy F V(HoF)  V(HiF)  V(HpFy)  V(HiF,)  V(HiHp)
20 HPS) F(P) H(®S) F(*Py) g I I R '3
21 HPS) F(P) H(’S) F(*Py) 1 il *I1 *I1 )
22 H(S) F(P,) H(?S) F(*Py) 1 gt R a!! 3
23 HES) F(Py) H(®S) F(Py °1 *I 1 1 s
24 HCS) F(Py) H(S) F(P) Rl '3 3 il 3
25 HCS) F(Py) H(S) F(P) *1 %3 o 11 o)
26 HPS) F(P) H(®S) F(*P) ) I ! 3 3
27 HCS) F(P) H(’S) F(CP) % °n I R R
28 H F ('S HCS) FCP) 'S(HF) I (HTF) - 23 (HF)

29 HCS) F (') HY  FEPy) Z(HF)  (HTF) Rl S(H'F)

30 H"  FCPy) H(AS) F (!9 AIH'F)  Z(HF) S(H'F) g1

31 HCS) F(P,) HY  F (Y9 gl IS(H'F)  2S(HF)  2I(H'F)
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Folyt+t, 1 I +_1
213, +1A 21351, 0
2 2
1 1 1 1
0 g+ 11, 0 I,— 11
2 2
Ist_1 I+ 41
2135 —1A, 0 2155 +1A, 0
2 2
0 I, -t 0 I+t
2 2
i 0 0 0 0
A HIE, Ay 0 o |
2 2
1Ag_lEJ 1Ag+lEJ 0 0
2 2
1 1 1 1
0 0 g+, I, =11,
2 2
0 0 I, -0 Mg+,
- 2 2 -
3 3y — 3 3y —
A+73, 0 A3 0
2 2
0 1,4+ 311, 0 31,311,
2 2
3 3y — 3 3y —
A7, 0 Ay+33y 0
2 2
3 3 3 3
0 I, — 11,4 0 14+ 311,
2 2
| O 0 0 0

0
S 0
0
=00
X1z,
0.
0
L
0
1837

233 438A, 283034, 0
2 2
2337 -8A, 23%37+%A, 0
2 2
0 0
2
0 0
i 2

Grigorenko, Nemukhin, and Apkarian

(A3)

(A4)

(A5)

(A6)

where the!G’, 1G”, 3G’, and®G” matrices act on the PBF vectdis, 3, 5, 7, 9, [21, 23, 25, 27, [2, 4, 6, 8, 10, [20, 22,
24, 26, respectively.

The H,/H; fragment matrices enter the neutral-ionic blocks as22matrices
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PR H

2 2
A7
O I PR (A7)
2 2
along the diagonal; and the following combinations of thedtectronic states:
r 2 2 2 2 "
I, +-I1 Im,—-11
9 0 0 0 v 9 0 0 0
2 2
[ y+211 21, — 211
0 g ¢ 0 0 0 49 0 0
2 2
25,+23 25,— %
0 0 g 0 0 0 g~ 0
2 2
2 +2 2 _2
0 0 0 2ot 2 0 0 0 2o
ZG// 2 2 A8
= 2Hu_2Hg 2Hg+21—[u ’ ( )
0 0 0 0 0 0
2 2
211,—211 24+ 211
0 =9 0 0 0 g ¢ 0 0
2 2
2 _22 2 +2
0 0 > ! 0 0 0 2ot 2y 0
2 2
2y _2 2y 42
0 0 0 ! 0 0 0 2ot 72
2 2
| |
2 2 2 2 9
g+ -1, 0 T, — <l 0
2 2
2 2 2 2
0 g+ -1, 0 I, —-I1,
ZG// 2 2 (Ag)
11,211, 0 [14+211,, 0 |
2 2
2 2 2 2
0 I, —-I, 0 g+ -1,
- 2 2 -
|
APPENDIX B 1
%3 "(H;):5.258 e 4311 | = +206.52- 246.671
Analytic formulas used for diatomic potentidiistances r
in A, energies in eY. 4.795
: +169.02r%| +37.85r-e 18904 — ——
Hy: ;
Fo:

1E$(H2)1272 e—3.2806(l’—0.74)_ 17.47 e—2.3911(r—0.74)

13 (Fy):—3.2e 302814041 6 g 000 (14LD
3% F(H,):38.38 g~ 249341

1,(F,):8.62.108e #1524

1
5 +96.20-123.84r

2 H+) "6.447. e 3:6673r,
. 1Hg(|:2)12272.7849—4.2425r

4.795
——

2| a—1.8904r _
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2135 (F,):1278.363e 30539 23 (Fy):—5.648 ¢ 1674311410+ 6,317
13 (F):1779.913e 38131 .@3349(r—141)

3 . —5.7277r(—1.88 _
HU(F2)024656 0.3977 ZEJ(FE)—0854 e71_1505(r71_41])+8.381

@ 34547(r-1.88

3Hg( F,):2050.589 @—4.26007

. @ 2:3013(r-1.41)

135 (F,):1474.8926" 59529 ’[14(F;):—0.8352 ¢~ 14383(r~1410 4 3 o8
F(Fy): :

—2.8766 (r —1.41)

334 (F):1132.92¢ 367881 €
3A ((Fp)11757.222 37958 2[1y(F;):—1.338 ¢ 12809(r=1410 4 6 162
2331 (F,):1682.331e 37592 @~ 25738(r-141)
HF:
) . . . . r—0.9169

8.464 x*—10.755x°+9.301: x*— 7.046 X°+ 3.444 x5 — 6.12x= ————, 0.85<r<1A
1y + . 4o
%7 (HF): 3.224

—63.738e 223311 5927.588¢ /21097 — 5 The> 1A

129.73 111.92 10.911 14.396
IS (H'F):—1.692 e 16197.{ 1-162.52r+91.906 r2— 14.649r3+ — ﬁ— —

re r r
3%,(HF):118.693 2904

'TI(HF):45.312 ¢ 240721

*I1(HF):52.12 g~ #0585

8.06

257 (H'F):4.327 7111997+ 1208.06e 518" — —-

8.06
2[I(H*F):5.159 e 33187 (1+21.878r —24.649r%)+2315.189e *19" — ——
25 + — —2.524r 2 3 —10.797r 9.547
37(HF):13.998e #9247 (149.94 1~ 7.89 r’+1.71:1%) +81725.976e %77 — ——.
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