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Hydrogen bonding described through diatomics-in-ionic-systems:
The HF dimer
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With the proper inclusion of ion-pair configurations, the diatomics-in-molecules formalism can be
used to accurately describe hydrogen bonding. This is demonstrated for the well characterized
prototype, the HF dimer, the structure and entire potential energy surface of which is reproduced
within its known accuracy: At the stationary points~potential minimum and saddle points! energies
and bond lengths are reproduced with an accuracy of;1%, and the soft hydrogen bond angles are
determined to within;5%. This is accomplished through a minimal basis Hamiltonian—
19-dimensional matrix to describe the planar complex—constructed with analytic fits to accurately
known or determined pair potentials. The construct includes the H1F2 ion-pair states of the HF
monomer units. The three-body nature of the inductive ion-pair interactions with neutrals is
preserved, in the spirit of diatomic-in-ionic-systems. Based onab initio estimates, in the limited
range of interest, a Gaussian function describes the mixing between ionic and neutral states. The
amplitude of this function is the only adjustable parameter in the model. The ionicity anisotropy and
nonadditivity of interactions, responsible for the structure of the HF dimer, result naturally from
mixing between ionic and neutral surfaces. ©1998 American Institute of Physics.
@S0021-9606~98!02411-8#
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I. INTRODUCTION

The semiempirical diatomics-in-molecules~DIM !
theory,1 originally developed to construct potential ener
surfaces of polyatomics based solely on fragment diato
interactions as input, is a well established formalism wh
has been successfully implemented in a variety
applications.1–3 The formalism is particularly suited for re
active dynamics calculations, over ground and excited e
tronic surfaces, where efficient evaluation of realistic glo
potential energy surfaces are crucial;2,3 and has been succes
ful in applications to molecular structure determination.4 A
rather complete citation of the early work can be found in
review article by Kuntz.3~c! More recently, DIM has found
utility in the description of intermolecular interactions,
describe anisotropies and nonadditivities in such, with
expressed purpose of developing a systematic approac
the description of multibody interactions, such as enco
tered in condensed media.5–8 An illustrative example of the
power and promise of the approach in such applications
be found in the recent simulations of nonadiabatic dynam
of I2 and I2

2 in condensed media, simulations which includ
the full manifold of electronic states that correlate w
I( 2P1/2,2P3/2) limits.9

In DIM, the choice of atomic configurations to be in
cluded determines the set of polyatomic basis functi
~PBF! and their decomposition in terms of diatomic pote
tials. There is not a firm prescription for such a choice a
hence for its partitioning. The guidance and constraints
provided by the aims of using the minimal basis set t
4410021-9606/98/108(11)/4413/13/$15.00
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retains the chemical insights at the desired level of rigor a
accuracy. Through stringent requirements of spin coupl
schemes and spatial transformations of directional ato
bases, DIM Hamiltonians reproduce the effects of valen
bond directionality, and configuration interaction.1–3 When
in addition to neutrals, ionic configurations are include
then configuration interaction between ionic and neu
states of the same symmetry produce the effects of polar
tion, or of bond ionicity. This aspect has been well reco
nized in the past. A good case study is the construction of
O1H2 reactive surface, where it has been demonstrated
incorporation of the O–H1, and H1–O5–H1, configurations
are crucial in generating realistic surfaces that contain
proper physics.10 Moreover, once this important configura
tion is included, much of the excited states can be igno
and DIM matrices of manageable dimension can be p
duced to describe the global surfaces. Very closely relate
the present study are DIM treatments of the H1F2,

11

F1HF,12,13 and F1F2,
14 reactive surfaces, in which ionic

contributions from H1 and F2 fragments have been included
These treatments, however, suffer from the limitation t
the inclusion of ionic states is made with strict adherence
DIM, treating all interactions as pairwise. The closely relat
formalism of diatomics-in-ionic-systems~DIIS!,15 evolved
from the consideration of condensed phase systems, suc
the charge transfer states of a Cl atom isolated in the po
izable lattice of Xe.11~a!,11~b! A main difference in these treat
ments is the recognition that ionic interactions, and in p
ticular induction terms, are vectorial multibody terms th
3 © 1998 American Institute of Physics
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have to be incorporated as such. In essence, DIIS is
strictly a diatomics based method.15 While the need for a
consistent treatment of electrostatics in extended ionic
tems is rather obvious, more subtle are the ‘‘nonbonde
interactions of small systems such as HF–Ar,6~a! and
Cl2–Ar,6~c! in which dispersion may be expected to be t
dominant force. Yet, we have shown that the known non
ditivity of interactions in these cases can be retrieved thro
DIM matrices of reduced dimensionality, by ignoring mu
of the covalent electronic manifold while retaining in th
construct a proper account of the energetics of the low
ion-pair configurations: H1F2 and Cl1Cl2, in these particu-
lar cases.6~a!,6~c! As in DIIS, the three-body correction for a
ion-pair interacting with a polarizable neutral was includ
in these treatments. The obvious implication of that analy
is that polarization plays a major role in the nonadditivity
pair potentials in these ‘‘van der Waals’’ complexes, and t
these effects can be rather directly reproduced through
figuration interaction between ionic and neutral states.

A natural extension of the above concepts and analys
the consideration of hydrogen bonding. Given the ubiquity
hydrogen bonds and their importance in nature, a sim
accurate and insightful method of describing them should
valuable. We focus on the HF dimer, which as the prototy
of H bonding has been extensively scrutinized by exp
ment, and byab initio and semiempirical theories.16–25 At
present, the multidimensional potential energy surface
(HF)2 is one of the best characterized, therefore, well su
as a test case. We give a systematic construct of the D
potential surface, and compare it with other determinatio
While previously we had been satisfied with qualitative d
scriptions of nonbonded interactions,6 in the present case, w
show that quantitatively accurate results are obtained.
surmise that this will not be limited to the case at han
Having established the accuracy of the reproduced PES
dissect various terms in the DIM matrix to provide an intu
tive understanding of the subtleties of structure and c
plings in this system. It should also be recognized that
surfaces by construct are global in nature, valid in regio
where experiments have not yet probed. Accordingly,
provide the necessary details to lend the constructed m
useful for dynamical calculations on this system.

The organization of this paper is as follows. Section
gives the essentials of the theory in its application to (HF2 .
Specification of the blocks for the DIM matrices is clarifie
in Appendix A. Diatomic fragment data are discussed in S
III, and the corresponding analytical functions are collec
in Appendix B. The principles of neutral-ionic mixing ap
plied here are discussed in Sec. IV. The results of the pre
calculations are given and discussed in Sec. V, where
compare the derived potential energy surface of (HF)2 with
the benchmark Quack–Suhm SQSBDE fit.18 We close with
concluding remarks in Sec. VI.

II. THE NEUTRAL-IONIC MODEL OF „HF…2

The designations and geometric parameters of the (H2

complex are shown in Fig. 1. We distinguish the bound FbHb

and free FfHf monomer subunits, and the choice of ang
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
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for in-plane rotationsu1 ,u2 as indicated in Fig. 1. Although
the matrices are initially constructed in full dimensionalit
since the most important stationary points of the surface
contained in the planar geometry, we will restrict the eva
ations to this plane.

The DIM formalism is nicely documented in many p
pers, we follow the matrix formulation originally given b
Tully.2 Quite generally, the polyatomic Hamiltonian operat
may be partitioned into diatomic and monatomic parts1

H5(
a

(
b.a

Hab2~N22!(
a

Ha . ~1!

With the selected set of PBF’s this Hamiltonian is conver
into the matrix form, and the total Hamiltonian matrix who
eigenvalues give estimates of the polyatomic energies is
composed into diatomic and monatomic matrices as p
scribed by Eq.~1!. The fragment matrices are construct
from the monatomicVa and diatomicVab energies which are
assumed to be known. The creation of monoatomic matr
requires only a knowledge of atomic energy levels, ioniz
tion potentials, and electron affinities. The construction
the diatomic part is more cumbersome. For each diato
constituent, the initial basis set should be transformed
such a manner that the specific electronic states with res
to the spatial and spin quantum numbers are recognized.
is accomplished through a set of transformation matrices

Hab5~Rb
ab!1~Ra

ab!1Tab
1 Bab

21VabBabTabRa
abRb

ab , ~2!

in which Ra
ab represents the spatial rotation matrix that r

tates the atomic quantization axis to theab direction,Tab is
the spin transformation matrix of the fragment, andBab are
the matrices which mix diatomic states.

Depending on the diatomic states concerned,Bab will
serve two different purposes. In the case of the heteronuc
HF fragments, theBab matrix connects states of the sam
spatial and spin symmetry. In our limited bases, the mix
in HF is only between two states: the1S1 ground state cor-
relating with the lowest energy dissociation limit of neutr

FIG. 1. Geometry of (HF)2 .
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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TABLE I. Atomic states contributing to polyatomic basis functions and corresponding diatomic potentia

Diatomic potentials

Atomic states HF H2 F2

F(2P)H(2S)F(2P)H(2S) 1,3S(HF),1,3P(HF) 1,3S(H2) x 1Sg
1,2 1Sg

1 ,1Su
2 ,1Pg ,1Pu ,1Dg

18 compositions 1 3Su
1,2 3Su

1 ,3Sg
2 ,3Pg ,3Pu ,3Du

all states of the F2 fragment

F2(1S)H1F(2P)H(2S) 1S(H1F2), 2S(H2
1)g,u

2S(F2
2)g,u ,2P(F2

2)g,u

F(2P)H(2S)F2(1S)H1 2S(HF2),2P(H1F),
F2(1S)H(2S)F(2P)H1 1S(HF),1P(HF)
F(2P)H1F2(1S)H(2S)
12 compositions
H1F2(1S)H1F2(1S)

1 term H1S~H1F2! at r HF'r eq

21/r , otherwise 1/r 1/r
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atoms F(2P)1H(2S), and the ionic1S1 state correlating
with the F2(1S)1H1 limit. Accordingly, the needed 232
blocksbHF of the unitary matrixBHF are

bHF5S sin b~r HF!

2cosb~r HF!

cosb~r HF!

sin b~r HF! D . ~3!

The mixing parameterb, which depends on the H–F dis
tance, serves as the only adjustable parameter of the pre
model. Its evaluation will be described in Sec. IV. We shou
note here that the power of the DIM method is to a lar
extent grounded in the ambiguity of mixing parameter~s!,
which are allowed to be adjusted at some reference point
the polyatomic potential energy surface, and then used
predictions elsewhere. The ambiguity arises from the f
that, invariably, truncated bases are used for the decomp
tion. The strategy is, however, workable as long as the d
nitions are soundly grounded in theory. The choice of
elements ofBHF will be based on results of quantum chem
istry calculations and the known experimental dissociat
energy of (HF)2 . In the case of the homonuclear fragmen
H2 and F2, the matrixBab unmixes theu andg states of the
diatomic, i.e., states symmetrized with respect to invers
within the homonuclear fragment.

Table I shows the overall construct of the polyatom
basis functions and lists the electronic states of diato
fragments HF, H1F2, HF2, H1F, F2, F2

2 used to fill in the
diagonal matricesVab . In Appendix A we provide more
explicit details of the matrix, and its block factorization inA8
andA9 symmetries when the treatment is limited to the p
nar geometry.

Each of the basis functions shown in Table I is written
a product of atomicS functions or the Cartesian componen
of P functions multiplied by the proper spin factors. In th
case of homonuclear diatomics these functions are tr
formed to relate them to molecular states of eitherg or u
symmetry. This transformation is trivial for theS combina-
tions required in the case of the H2

1 fragment. In the case o
P combinations, required for F2 and F2

2 fragments, the pro-
cedure is direct and has previously been given explicitly
Gersonde and Gabriel in their treatment of the singlet st
b 2004 to 128.200.47.19. Redistribution subject to AIP
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of diatomic halogens.26 The same applies for the triple
states. The corresponding blocks of the matricesBA2

21
•VA2

•BA2
, whereA2 stands for H2

1, F2, F2
2, are given in Appen-

dix A, and should be compared to the closely related ma
ces of H1F2 and F1F2 given by Duggan and Grice.11,14

As it is clear from Table I, which shows onlyS- and
P-type atomic functions, the rotation matricesRa

ab are easily
constructed from the unit blocks and the 232 blocks of
planar rotations with angles deduced from geometric con
erations~see Fig. 1!. Spin transformation matricesTab can
also be obtained unambiguously, to generate singlet (H2

from the definite spin states~singlet or triplet! of monomer
subunits FbHb and FfHf . The required 232 blocks of theT
matrices are also given in Appendix A.

The final expressions for the diatomic Hamiltonian m
trices are

HHbFb
5~RFb

HbFb~u1!!1BHF
21VHbFb

BHFRFb

HbFb~u1!,

HHfFf
5~RFf

HfFf~u2!!1BHF
21VHfFf

BHFRFf

HfFf~u2!,

HHfFb
5THfFb

1 ~RFb

HfFb~u3!!1VHfFb
RFb

HfFb~u3!THfFb
,

~4!

HHbFf
5THbFf

1 ~RFf

HbFf~u3!!1VHbHf
RFf

HbFf~u3!THbFf ,

HHbHf
5TH2

1 BH2

21VH2
BH2

TH2
,

HFbFf
5TF2

1BF2

21VF2
BF2

TF2
,

in which the anglesu3 andu4 are those between thez axis
and the Hb– Ff and Hf – Fb directions, respectively.

The dimension of the DIM matrix in the selected basis
31. This would allow the consideration of arbitrary geom
etries of the complex. Limiting ourselves to the planar g
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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ometry, and the ground electronic state of1A8 symmetry, it
is sufficient to consider the 19319 block of the full matrix.
The energy surfaces of (HF)2 to be discussed below, ar
obtained as the lowest eigenvalue of this 19-dimensio
Hamiltonian matrix. The structure of the matrix, with com
ponents of the basis set arranged in the order: neutral, m
neutral-ionic, and pure ionic, is schematically illustrated
Appendix A. The coupling between the correspondi
blocks of the total matrix is governed by the mixing para
eter b. If b50, the energy of (HF)2 comes from the 10
310 block of neutral states, ifb590°, then pure ionic struc
ture is assumed. Intermediate values ofb produce neutral-
ionic mixing.

We deviate from a strictly DIM implementation by re
specting the three-body, vectorial, nature of an ion-pair
teracting with a neutral. As in our previous applications,
make this correction for the leading electrostatic term
charge induced dipoles only.6 Noting that thisr 24 term is
contained in ion-neutral pair potentials which are used
scalar functions, we correct for the ion-pair interactions w
neutral centers by adding the cross-polarization term. In
present application, this correction term

DVion5aH

rF2HrH1H

rF2H
3 rH1H

3 1aF

rF2PrH1E

rF2F
3 rH1F

3 ~5!

is added to the diagonal elements of the neutral-ionic par
the Hamiltonian matrix~a stands for polarizability!. The ef-
fect of this correction is most significant for configuratio
Fb

2Hb
1

¯FfHf and FbHb¯Ff
2Hf

1 , where ~¯! represents a
separation large compared to the bondlength in the boun
free unit. Note, the inclusion of Eq.~5! is what distinguishes
the present formulation from a strictly DIM treatment, sin
in effect, triatomics are included in the partitioning. To
more precise, the treatment should be qualified as DIIS.15

III. THE FRAGMENT ENERGIES

The constituent fragment energies of the diatom
Hamiltonian matrices are obtained through high levelab ini-
tio quantum chemistry calculations with appropriate emp
cal corrections. From pilot DIM estimates, we determi
which of the diatomic contributions play the most importa
role in predictions of the (HF)2 energies within the required
limits of polyatomic coordinates, and pay special attention
the specification of these potential curves.

Accurate solutions of the adiabatic electronic equatio
are known for the required states2Sg

1 , 2Su
1 of H2

1,27 and
1Sg

1 , 3Su
1 of H2.

28 Theseab initio energy points27,28 are
used in conjunction with the known long-rangeC4 param-
eter, and the parameters (B,z) in the exchange energy ex
pressionVexch56B•r •exp(2z•r) for the H2

1 terms.29

For the diatomic potentials of F2, F2
2, HF, HF1, and

HF2 species, the same level of accuracy cannot be expe
from ab initio data, and appropriate empirical corrections a
required to construct the potential curves. We use exp
mental values for the ionization potential of H, 13.6 eV, a
electron affinity of F, 3.40 eV,29 to describe dissociation lim
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
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2-diatomic fragments, theab initio results in

given in Refs. 30 and 31 are used to obtain the functional
given in Appendix B.

In spite of the known good qualityab initio data for the
HF and HF1/2 states, we recompute these potentials beca
the results described in the literature were given only
graphical form.32–35For the ground stateX 1S1 potential of
HF, we combine the experimental RKR curve given for i
ternuclear distances 0.85 Å,r HF,1 Å,36 with our calcula-
tions and fix the dissociation energy with the experimen
value of 6.12 eV.37 Almost all HF potential curves have bee
obtained using large-scale configuration interaction~CI! cal-
culations with the help of theGAMESSprogram suite,38 using
the AO basis set given explicitly by Segal and Wolf.32 For
each electronic state, first, the solutions of the MCSCF eq
tions ~the full optimized reaction space~FORS! option of
GAMESS! have been obtained, by including the orbitals 2s–
4s, 1p, 2p in the active space and keeping the 1s(F) orbital
in the core. Then the CI calculations were performed
using the second-order CI option ofGAMESS with the FORS

optimized molecular orbitals andFORS reference configura-
tions ~total number of configuration state functions actua
used in CI is 75 000–125 000!. To some extent, this proce
dure is equivalent to the MRD-CI treatment of Refs. 34, 3
In the 1S1 block of the HF problem we needed two lowe
roots of the secular equation, the first corresponded to
X 1S1, the second to the ion-pair H1F2 potential.

The same approach has been applied for the calculat
of theX 2P state of H1F. The computed pictures of all thes
curves are found to be consistent with those described in
previous calculations.32–35

We did not find references on the calculations of t
2S1 state of H1F. The curve computed by us has a pecul
shape with a barrier separating the potential well from
dissociation limit. The final energy values used in the fitti
procedure were computed with even a greater effort, nam
using the QCISD~T! option of GAUSSIAN-94 in conjunction
with the AUG-cc-pVTZ basis set.39 The computed param
eters of this curve, the potential well and barrier, are con
tent with the results of recent photoelectron spectral stud
of HF.40

In order to construct theX 2S1 potential of HF2 we
employ the results of Ref. 35 together with those of o
calculations. As has been concluded in Ref. 35, after cro
ing the X 1S1(HF) curve when moving from the dissocia
tion limit H1F2 the most stable form of HF2 is a free-
electron HF1e state, possessing a potential curve whi
parallels quite closely that of the neutral ground state. In fa
for these distances, both curves should coincide comple
in the basis set limit when the number of diffuse atom
orbitals is sufficiently large to describe the unbound electr
Therefore, to represent this anionic potential we combin
two curves: atr HF,1.4 Å ~which corresponds to a crossin
point according to Ref. 35! we took the curve of the ground
state of neutral HF, and atr HF.1.4 Å we use a curve calcu
lated by us with the QCISD~T! option of GAUSSIAN-94 using
the AUG-cc-pVTZ basis set.

The fit to all potentials of ionic nature (HF1/2,H1F2)
given in Appendix B takes into account the experimen
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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data for the polarizabilities of the corresponding neutral p
ners, as well as other long-range coefficients for the1S1

states of HF.29

IV. MIXING PARAMETER FOR NEUTRAL AND IONIC
STATES OF HF

In this application, as in our previous treatments,6 we
consider the mixing coefficientb(r ) as an adjustable param
eter. Thus, while the construct forms a qualitatively corr
framework for energy estimates, quantitative results are
tained by this semi-empirical adjustment. Note,b determines
the ionicity of the ground state surface as a function of
ordinates in the (HF)2 complex. It appears explicitly in the
HF fragment matrix. In principle, both intra-molecular io
pair states and intermolecular charge transfer states cou
included. However,b(r ) has a strongr dependence, scalin
as the overlap between electron–hole wave functions.
such, the dominant contribution of mixing between ionic a
neutral states can be expected to arise from the intramol
lar coupling. Accordingly, we only consider mixing withi
the FbHb and FfHf monomer units, and ignore it for the cros
pairs FbHf and FfHb . Note, however, that although the mix
ing coefficients appear only in the monomer units, interm
lecular charge transfer configurations appear through the
change interactions implicit in the H2

1 and F2
2 fragment

matrices.
An initial estimate ofb(r ) is derived from the analysis

of the variationally obtained coefficientsCk of configuration
state functions in the conventional configuration interact
~CI! method, however, built on the atom-localized orbita
More specifically, we apply the transformation from the c
nonical molecular orbitals calculated by the Hartree–Fo
method to the natural atomic orbitals~NAO! within Wein-
hold’s natural bond orbital analysis.41 The NAO allow a
clear interpretation of ionicity. In the present case, for the
molecule, we insert into the CI expansions a set of ato
localized orbitals labeled as core 1s(F), lone pair orbitals
2px , 2py , 2pz of F and 1s(H) instead of the canonica
1s–3s, 1p orbitals.

Construction of CI is carried out in a manner consist
with the full optimized reaction space~or complete active
space! option by distributing 8 valence electrons of the H
molecule over F(2s,2p) and H(1s) orbitals. With the NAO
it is possible to recognize the configuration state functio
that correspond to the H1F2 ionic electronic configuration
When taking the ratioCion

2 /Cion
2 1SCneut

2 , where Cion and
Cneut are the variational coefficients of the ground state
wave function, we obtain the required estimate of the wei
of the ionic configuration. In essence, we analyze the ra
of coefficients in valence-bond-type wave functions.

The quantum chemistry calculations described ab
have been carried out using the triple-zeta basis set for
ground state of HF. In the relevant range of H–F distanc
0.9 Å.r .3.2 Å, the computed dependence of sin2 b on r
fits the Gaussian form

sin2 b5A exp@2B~r 2C!2# ~6!
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
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with parametersA50.538, B51.48 Å22, and C50.92 Å.
Accordingly, for the cross-pairs, FfHb ~where r .1.8 Å at
equilibrium! and FbHf ~where r .3.2 Å!, complete neglect
of mixing is justified. Thus, we include mixing only in th
monomer units, HfFf and HbFb , and while we retain the
form suggested by Eq.~6! we treat coefficientA of the equa-
tion as the single adjustable parameter of the model.
adjustment is made at a single point on the multidimensio
PES, at the equilibrium structure of the dimer, to reprodu
the experimental dissociation energy of the hydrogen bo
De51561 cm21.25 This is accomplished by varyingA until
the minimum energy of the DIIS surface as a function of
coordinates—RFF, u1 , u2 , R(HbFb), R(HfFf)—agrees with
the reference value. The final value ofA50.383 is used in
the rest of the calculations.

The adjusted mixing parameterb, which reflects the ion-
icity of the HF bond, is noticeably different in different trea
ments of polyatomic systems where HF enters as a diato
fragment. The value ofb reported by Duggan and Grice, i
their treatment of HF2,

11 is approximately twice smaller tha
the value found optimal in our analysis of (HF)2 . Similarly,
in our previous analysis of Ar–HF,6~a! the value determined
for b was considerably smaller than in the present. Th
differences do not reflect serious inconsistencies, but rat
demonstrate the sensitivity of the results to the diatomic
put information used in these semi-empirical analysis. D
ferent procedures for extractingb and different pair poten-
tials are used in these analyses. Nevertheless, in all c
acceptable representations of DIM polyatomic surfaces
derived.

V. RESULTS AND DISCUSSION

The equilibrium structure of (HF)2 is firmly established
through a variety of experimental and theoretic
analyses.16–25The structure is illustrated in Fig. 1, and dete
mined by the parametersRFF52.72 Å, u1510°, u2563°.
The equilibrium values ofu1 , u2 , which are fairly represen-
tative of such intermolecular complexes,42 is nontrivial to
rationalize. Quite clearly, a subtle balance of forces occu
and this should be possible to generalize in hydrogen bo
ing systems. In the particular case of the HF dimer, a refi
six-dimensional potential energy surface has been c
structed by Quack and Suhm.18 This so-called SQSBDE sur
face is given analytically, and in addition to optimizing th
surface in full dimensionality to reproduce high resoluti
vibration–rotation spectra,ab initio quantum chemistry
points,21 and hydrogen bond dissociation energies are use
refine parameters of the surface. We will use this surface
a reference in discussing the DIIS results.

The DIIS energies for planar (HF)2 are obtained as the
lowest root of the 19319 Hamiltonian matrix described in
Sec. II using the diatomic inputs described in Sec. III, a
the pair functions collected in Appendix B. The predict
surface is illustrated as a contour map in Fig. 2, juxtapo
with the reference surface of Quack and Suhm.18 These plots
represent the topology of the surfaces as a function ofu1 and
u2 , at the equilibrium F–F distance~same as Fig. 7 of Ref
18!. The two surfaces are remarkably similar in all featur
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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FIG. 2. 2D cuts of the DIM~left panel! and SQSBDE Ref. 18~right panel! potential surfaces alongu1 andu2 at the equilibrium F–F distance~contour lines
are drawn every 100 cm21 starting from 1600 cm21!.
re
m

th
a

acy

-
e, or
ith
In Table II we compare the computed parameters of the th
most important stationary points—the potential minimu
the C2h saddle point, and theC`v saddle point—with those
of the reference surface, as well as experimental and o
theoretical determinations. It should be evident that in
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
e
,

er
ll

comparisons the predictions are within the known accur
of the features of this well determined surface.

At the Cs equilibrium geometry of the dimer, the devia
tion between our values and those of the reference surfac
experiment, is within the same limits as those computed w
3

1

5
7

TABLE II. Parameters of the stationary points of (HF)2 ~distances in Å, angles in degrees, energy in cm21!.

Stationary
point r (HF)b

r (HF)r
RFF u1 u2 DEa

Cs minimum This work 0.921 0.922 2.72 15 64 1560
Quack & Suhm~Ref. 18! 0.923 0.921 2.722 9.0 64.13 1559.
Peterson & Dunning~Ref. 19! 0.922 0.920 2.73 7 69 1610
Necoechea & Truhlar~Ref. 20! 0.923 0.921 2.723 9.9 65.47 1540.
Bunkeret al. ~Ref. 21! 0.922 0.922 2.749 7.1 61.7 1530
Collins et al. ~Ref. 22! 0.923 0.921 2.742 7.33 69.54 1655
Experiment~Ref. 23! 2.7260.03 1066 6366
Experiment~Ref. 24! 763 6062
Experimentb 1561

C2h saddle
This work 0.921 0.921 2.640 62 118 332
Quack and Suhm~Ref. 18! 0.922 0.922 2.629 54.92 125.08 351.
Necoechea, Truhlar~Ref. 20! 0.922 0.922 2.629 55.77 124.23 229.
Bunkeret al. ~Ref. 21! 0.923 0.922 2.722 56.1 123.9 332

C}v saddle
This work 0.920 0.921 2.83 0 0 297
Quack and Suhm~Ref. 18! 0.923 0.920 2.815 333
Bunkeret al. ~Ref. 21! 0.922 0.921 2.866 345

aDE for the minimum is the dissociation energy to two monomers HF1HF, DE for the saddle points are given
with respect to the corresponding minimum energies.

bThe experimental binding energies are derived from theD0 of Bohac et al. ~Ref. 25! and the zero-point
vibrational corrections of Quack and Suhm~Ref. 18!.
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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the help of largeab initio calculations. Within deviations o
0.1%, the DIIS values of the H–F distances show the effe
of stretching from the original value of 0.917 Å in the u
complexed molecule, with a slight asymmetry betwe
bound and free units of the dimer. The F–F distance andu2

fall well within the uncertainties within which these quan
ties are known. The value ofu1 , showing deviation from the
linear hydrogen bond axis, seems slightly overestimated
our results. This occurs in a very shallow basin, the conto
of which seem in quite acceptable agreement with the re
ence surface~see Fig. 2!.

Astonishing is the accuracy of the DIIS determination
the saddle points of theC2h andC`v symmetry, particularly
in view of the fact that the single adjustable parameter w
fixed by the energy at the equilibrium geometry. The pred
tions for both geometry and energy of the saddle points
of comparative accuracy to theab initio calculations. The
determined bond lengths and energies at these points s
the proper trends and remain within accuracy bars of;1%.
Somewhat larger is the discrepancy ofu1 andu2 at theC2h

saddle point when comparing the DIIS results with the ot
theoretical values. Again, these are soft coordinates, and
agreement should be regarded as surprisingly good.

Quite clearly, the present construct is capable in rep
ducing the subtle interplay of forces that determine the str
ture, energetics, and therefore presumably, the nature o
drogen bonding.

Once the laborious task of constructing the DIIS mat
is completed, a major advantage of the formalism is t
through the solution of algebraic equations entire surfa
are predicted. In particular, the scheme should lead to a
rect description for every dissociation channel, since by c
struction all diatomic fragments dissociate into the corr
limits, and therefore we knowa priori that the energetics in
asymptotic regions are true. We illustrate this feature
showing in Fig. 3 plots of the same surface for three incre
ing F–F distances, at 2.7, 4, and 6 Å. These surfaces
represent the adiabatic dissociation path of the complex
two monomer units. The constructed matrix should be qu
useful in dynamical calculations.

Given the successful reproduction of structure and en
getics, the investigation of contributions in our Hamiltoni
that determine the final balance of interactions that dic
the HF dimer geometry, seems valuable. For example,
roles of neutral, ionic and mixed neutral-ionic terms in t
Hamiltonian can be investigated by simply considering s
faces generated with the mixing parameterb set to 0°, 90°,
and an intermediate value, respectively. We offer the follo
ing analysis.

The purely neutral model leads to the linear structu
Fb– Hb¯Ff – Hf with an exaggerated F–F distance extend
to 3.7 Å and a binding energy of only 60 cm21. Evidently,
the classical picture of a linear hydrogen bond arises fr
purely neutral contributions, and yields a binding ener
characteristic of strictly dispersion interactions.

Deviations from linearity, which result from the aniso
ropy of intermolecular interactions, can only be explain
when neutral-ionic mixing is taken into account (0,b
,90°). The data of Table II and Figs. 2 and 3 are obtain
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
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for b;38°, at which value a significant admixture betwee
ionic and neutral surfaces occurs. Therefore, in the pres
scheme, the asymmetry of the complex isentirely due to
neutral-ionic mixing.

The mixed neutral-ionic block may be further decom
posed to clarify the roles of specific diatomic potentials. T
this end, the contour plots of Fig. 4 are informative. In thes
plots, the mixing parameter and the F–F distance are fixed
the equilibrium values of the full DIIS matrix, at 38°, and
2.7Å, respectively. The upper panel refers to the case wh
the ionic contributions from H2

1 and F2
2 diatomics have been

eliminated from the ionic block, and the corrections for th
vectorial summation of the remaining ionic contribution
@Eq. ~5!# have been omitted. In sharp contrast with the line
arrangement of the purely neutral representation, the co
plex is now ‘‘L ’ ’ shaped, with mutually orthogonal axes
between bound and free monomers. This geometry is mai

FIG. 3. 2D cuts of PES alongu1 andu2 at ~a! RFF52.72 Å ~contour lines
are drawn every 100 cm21, starting from 1600 cm21!; ~b! RFF54 Å ~con-
tour lines are drawn every 35 cm21 starting from 2525 cm21!; ~c! RFF

56 Å ~contour lines are drawn every 20 cm21 starting from2140 cm21!.
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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determined by the contributions from the2P and2S1 states
of H1F and from2S1 state of HF2. Upon correcting for the
three body ion-pair-atom interactions, by including the co
tribution from Eq.~5! the contour plot of the lower panel i
obtained. This surface already shows the main features o
full treatment, and the predicted equilibrium structure is
sentially the same as the final. We may therefore concl
that the delicateCs equilibrium geometry of (HF)2 is deter-
mined mainly by the2P and 2S1 states of HF1 and 2S1

state of HF2 and the three-body corrections to the ion-ato
interactions. All other diatomic potentials, including inte
molecular charge transfer configurations, play minor ro
but are necessary in obtaining the quantitative surface.

VI. CONCLUSIONS

By virtue of the accuracy with which the HF-dimer po
tential energy surface is known, it serves as a rigorous
for the adequacy of the DIIS method in quantitative tre
ments of hydrogen bonding. The success of the present t
ment is highly encouraging. Given the construct of this se
empirical Hamiltonian, based on accurate pair potentials
input and a single adjustable parameter, we have little rea
to doubt the generality of the result. Indeed, the appro
used here is inspired by our prior success in treating HF
and Cl2–Ar and Cl2–He complexes by the same method6

That work already indicated that a minimal DIIS basis
covalent states, augmented by a single ionic configuratio

FIG. 4. 2D cuts for PES alongu1 andu2 at RFF52.72 Å ~contour lines are
drawn every 100 cm21! and equilibrium structure computed with variou
contributions to the total potential~see the text!.
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which three-body induction terms were properly include
was sufficient to reproduce the known nonadditivity of p
potentials. The necessity of including excited ionic config
rations in DIIS matrices has a long history, with the ma
body of that work relying on coding the ionic contribution
on a pairwise basis, in strict adherence with the DIM form
ism. Neither in the case of the HF dimer, nor in the ‘‘van d
Waals’’ clusters considered by us, would it be possible
account for the structural details and energetics based
pairwise interactions alone. Thus, as in the DIIS extension
DIM,15 proper treatment of the electrostatic forces in t
ionic states we regard as one the most important conclus
of the present quantitative test.

The peculiar structure of the HF dimer is nontrivial
rationalize by standard arguments. It arises from a su
interplay between intermolecular forces. The structure ar
naturally in our treatment, as a result of mixing between
anisotropic ionic excited state and the ground state. That
hydrogen bond is dominated by polarization is perhaps
too surprising. That the effect can be quantitatively rep
duced by inclusion of the three-body, ion-pair induced pol
ization of the upper state, namely the leading electrost
term in the ionic manifold, is an important finding. It sug
gests a general means for rationalizing such interactions,
a relatively direct method for constructing accurate surfac
The required input for constructing such surfaces consist
a small set of diatomic pair potentials, atomic polarizab
ities, and the mixing function between ionic and covale
potentials. The latter is treated as an adjustable paramet
the present. Given the important role the mixing functi
plays in these constructs, its systematics, and in particula
scaling with basis sets used, deserves more careful atten
Clearly, estimates of the mixing parameters can be obtai
either from theory or from known polarities of bonds, and
that level already yield qualitatively correct surfaces. W
should note that the model does not assume a fixed dipol
the HF monomers. Since the polarity of this bond is p
duced indirectly through mixing with the ionic surface, it is
flexible function of the geometry of the complex. This fle
ibility will appear as nonadditivity in intermolecular poten
tials created by electrostatic expansions.

Finally, we should admit that the accuracy with whic
the HF-dimer surface was reproduced, in particular the str
ture and energetics of the saddle points far from the m
mum where the calibration was made, was surprising. Ind
the procedure involved the adjustment of one parame
therefore remains semiempirical.
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Downloaded 12 Fe
TABLE III. The decomposition of the polyatomic basis set in terms of atomic functions, numbering of the
and corresponding diatomic potentials that enter theVab matrices, for the1A8 symmetry block.

N

Atomic functions Diatomic potentials

Hb Fb Hf Ff V(HbFb) V(HfFf) V(HbFf) V(HfFb) V(HfHb)

1 H(2S) F(2Px) H(2S) F(2Px)
1P 1P 1P 1P 1S

2 H(2S) F(2Px) H(2S) F(2Px)
3P 3P 3P 3P 3S

3 H(2S) F(2Px) H(2S) F(2Pz)
1P 1S 1S 1P 1S

4 H(2S) F(2Px) H(2S) F(2Pz)
3P 3S 3S 3P 3S

5 H(2S) F(2Py) H(2S) F(2Py)
1P 1P 1P 1P 1S

6 H(2S) F(2Py) H(2S) F(2Py)
3P 3P 3P 3P 3S

7 H(2S) F(2Pz) H(2S) F(2Px)
1S 1P 1P 1S 1S

8 H(2S) F(2Pz) H(2S) F(2Px)
3S 3P 3P 3S 3S

9 H(2S) F(2Pz) H(2S) F(2Pz)
1S 1S 1S 1S 1S

10 H(2S) F(2Pz) H(2S) F(2Pz)
3S 3S 3S 3S 3S

11 H1 F2(1S) H(2S) F(2Px)
1S(H1F2) 1P 2P(H1F) 2S(HF2)

12 H(2S) F2(1S) H1 F(2Px)
2S(HF2) 2P(H1F) 1P 1S(H1F2)

13 H1 F2(1S) H(2S) F(2Pz)
1S(H1F2) 1S 2S(H1F) 2S(HF2)

14 H(2S) F2(1S) H1 F(2Pz)
2S(HF2) 2S(H1F) 1S 1S(H1F2)

15 H1 F(2Px) H(2S) F2(1S) 2P(H1F) 2S(HF2) 1S(H1F2) 1P
16 H(2S) F(2Px) H1 F2(1S) 1P 1S(H1F2) 2S(HF2) 2P(H1F)
17 H1 F(2Pz) H(2S) F2(1S) 2S(H1F) 2S(HF2) 1S(H1F2) 1S
18 H(2S) F(2Pz) H1 F2(1S) 1S 1S(H1F2) 2S(HF2) 2S(H1F)
19 H1 F2(1S) H1 F2(1S) 1S(H1F2) 1S(H1F2) 21/r 21/r 1/r
ly
ix
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,

is
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APPENDIX A

Table I of the text shows the constituents of the po
atomic basis set of 31 functions used in the DIIS matr
Tables III and IV give a more detailed description of t
basis set and the diatomic inputs. There, we also numbe
PBF to describe the structure of the matrix. If we restr
ourselves to planar symmetry, then the 31331 matrix can be
blocked out into a 19319 matrix of 1A8 symmetry and a
12312 matrix of1A9 symmetry. The1A9 matrix consists of
a 10310, 838, and 131, blocks of neutrals, neutral-ionics
and ionic functions. Similarly, the1A9 block consists of 8
38 and 434 blocks, of neutrals and neutral-ionics. This
also the ordering of the PBF vector in Tables III and IV.

The 232 spin transformation matrices:Tab of Eq. ~2!,
enter the neutrals block, along the diagonal, for the H2, F2,
HbFf and HfFb fragments. They are
b 2004 to 128.200.47.19. Redistribution subject to AIP
-
.

he
t

tHbFf
5tHfFb

5F 1

2
2
)

2

2
)

2
2

1

2

G , ~A1!

tH2
5tF2

5F 1

2

)

2

)

2
2

1

2

G . ~A2!

The F2 fragment matrices appear in the neutrals as ov
lapping singlet and triplet manifolds~535 for 1A8 and 4
34 for 1A9!. Explicitly
PBF,
TABLE IV. The decomposition of the polyatomic basis set in terms of atomic functions, numbering of the
and corresponding diatomic potentials that enter theVab matrices, for the1A9 symmetry block.

N

Atomic functions Diatomic potentials

Hb Fb Hf Ff V(HbFb) V(HfFf) V(HbFf) V(HfFb) V(HfHb)

20 H(2S) F(2Px) H(2S) F(2Py)
1P 1P 1P 1P 1S

21 H(2S) F(2Px) H(2S) F(2Py)
3P 3P 3P 3P 3S

22 H(2S) F(2Py) H(2S) F(2Px)
1P 1P 1P 1P 1S

23 H(2S) F(2Py) H(2S) F(2Px)
3P 3P 3P 3P 3S

24 H(2S) F(2Py) H(2S) F(2Pz)
1P 1S 1S 1P 1S

25 H(2S) F(2Py) H(2S) F(2Pz)
3P 3S 3S 3P 3S

26 H(2S) F(2Pz) H(2S) F(2Py)
1S 1P 1P 1S 1S

27 H(2S) F(2Pz) H(2S) F(2Py)
3S 3P 3P 3S 3S

28 H1 F2(1S) H(2S) F(2Py)
1S(H1F2) 1P 2P(H1F) 2S(HF2)

29 H(2S) F2(1S) H1 F(2Py)
2S(HF2) 2P(H1F) 1P 1S(H1F2)

30 H1 F(2Py) H(2S) F2(1S) 2P(H1F) 2S(HF2) 1S(H1F2) 1P
31 H(2S) F(2Py) H1 F2(1S) 1P 1S(H1F2) 2S(HF2) 2P(H1F)
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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1G53
2 1Sg

111Dg

2
0

2 1Sg
121Dg

2
0 0

0
1Pg11Pu

2
0

1Pu21Pg

2
0

2 1Sg
121Dg

2
0

2 1Sg
111Dg

2
0 0

0
1Pu21Pg

2
0

1Pg11Pu

2
0

0 0 0 0 X 1Sg
1

4 , ~A3!

1G953
1Dg11Su

2

2

1Dg21Su
2

2
0 0

1Dg21Su
2

2

1Dg11Su
2

2
0 0

0 0
1Pg11Pu

2

1Pu21Pg

2

0 0
1Pu21Pg

2

1Pg11Pu

2

4 , ~A4!

3G53
3Du13Sg

2

2
0

3Du23Sg
2

2
0 0

0
3Pg13Pu

2
0

3Pu23Pg

2
0

3Du23Sg
2

2
0

3Du13Sg
2

2
0 0

0
3Pu23Pg

2
0

3Pg13Pu

2
0

0 0 0 0 13Su
1

4 , ~A5!

3G953
2 3Su

113Du

2

2 3Su
123Du

2
0 0

2 3Su
123Du

2

2 3Su
113Du

2
0 0

0 0
3Pg13Pu

2

3Pu23Pg

2

0 0
3Pu23Pg

2

3Pg13Pu

2

4 , ~A6!

where the1G8, 1G9, 3G8, and3G9 matrices act on the PBF vectors@1, 3, 5, 7, 9#, @21, 23, 25, 27#, @2, 4, 6, 8, 10#, @20, 22,
24, 26#, respectively.

The H2/H2
1 fragment matrices enter the neutral-ionic blocks as 232 matrices
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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F 2Sg
112Su

1

2

2Sg
122Su

1

2
2Sg

122Su
1

2

2Sg
112Su

1

2

G ~A7!

along the diagonal; and the following combinations of the F2
2 electronic states:

2G95

l

2Pg12Pu

2
0 0 0

2Pu22Pg

2
0 0 0

0
2Pg12Pu

2
0 0 0

2Pu22Pg

2
0 0

0 0
2Sg12Su

2
0 0 0

2Sg22Su

2
0

0 0 0
2Sg12Su

2
0 0 0

2Sg22Su

2
2Pu22Pg

2
0 0 0

2Pg12Pu

2
0 0 0

0
2Pu22Pg

2
0 0 0

2Pg12Pu

2
0 0

0 0
2Sg22Su

2
0 0 0

2Sg12Su

2
0

0 0 0
2Sg22Su

2
0 0 0

2Sg12Su

2

m

, ~A8!

2G953
2Pg12Pu

2
0

2Pu22Pg

2
0

0
2Pg12Pu

2
0

2Pu22Pg

2
2Pu22Pg

2
0

2Pg12Pu

2
0

0
2Pu22Pg

2
0

2Pg12Pu

2

4 . ~A9!
APPENDIX B

Analytic formulas used for diatomic potentials~distances
in Å, energies in eV!.

H2:

1Sg
1~H2!:12.72•e23.2806•~r 20.74!217.47•e22.3911•~r 20.74!

3Su
1~H2!:38.38•e22.4934•r

2Sg
1~H2

1!:6.447•e23.6673•r
•S 1

r 5 196.202123.84•r

173.75•r 2D237.85•r •e21.8904•r2
4.795

r 4
Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
2Su
1~H2

1!:5.258•e24.31•r
•S 1

r 5 1206.522246.67•r

1169.02•r 2D137.85•r •e21.8904•r2
4.795

r 4

F2:

1Sg
1~F2!:23.2•e23.028•~r 21.411!11.6•e26.056•~r 21.411!

1Pu~F2!:8.62.108•e24.1524•r

1Pg~F2!:2272.784•e24.2425•r

1Dg~F2!:1242.653•e23.6701•r
 license or copyright, see http://jcp.aip.org/jcp/copyright.jsp
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2 1Sg
1~F2!:1278.363•e23.6539•r

1Su
2~F2!:1779.913•e23.813•r

3Pu~F2!:0.2465•e25.7277•r ~21.88!20.3977

•e23.4547•~r 21.88!

3Pg~F2!:2050.589•e24.2609•r

1 3Su
1~F2!:1474.892•e23.9829•r

3Sg
2~F2!:1132.92•e23.6788•r

3Du~F2!:1757.222•e23.7951•r

2 3Su
1~F2!:1682.331•e23.7591•r
o

J.

.

,

Downloaded 12 Feb 2004 to 128.200.47.19. Redistribution subject to AIP
2Su
1~F2

2!:25.648•e21.6745~r 21.411!16.317

•e23.349•~r 21.411!

2Sg
1~F2

2!:20.854•e21.1506•~r 21.411!18.381

•e22.3013•~r 21.411!

2Pg~F2
2!:20.8352•e21.4383•~r 21.411!13.298

•e22.8766•~r 21.411!

2Pu~F2
2!:21.338•e21.2869•~r 21.411!16.162

•e22.5738•~r 21.411!
HF:

1S1~HF!:H 8.464•x2210.755•x319.301•x427.046•x513.444•x626.12,x5
r 20.9169

a0
, 0.85,r HF,1Å

263.738•e22.233•r15927.588•e27.2109•r2
3.224

r 6 , r HF.1Å

1S1~H1F!:21.692•e21.619•r
•S 12162.52•r 191.906•r 2214.649•r 31

129.73

r
2

111.92

r 2 D2
10.911

r 4 2
14.396

r

3S~HF!:118.693•e22.904•r

1P~HF!:45.312•e22.4071•r

3P~HF!:52.12•e22.6856•r

2S1~H1F!:4.327•e21.1159•r11208.06•e25.218•r2
8.06

r 4

2P~H1F!:5.159•e23.318•r
•~1121.878•r 224.649•r 2!12315.189•e26.191•r2

8.06

r 4

2S1~HF2!:13.998•e22.524•r
•~119.94•r 27.89•r 211.71•r 3!181725.976•e210.797•r2

9.547

r 4 .
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