
SCATTERING STATES FROM

TIME-DEPENDENT DENSITY

FUNCTIONAL THEORY

BY ADAM WASSERMAN

A dissertation submitted to the

Graduate School—New Brunswick

Rutgers, The State University of New Jersey

in partial fulfillment of the requirements

for the degree of

Doctor of Philosophy

Graduate Program in Chemistry

Written under the direction of

Prof. Kieron Burke

and approved by

New Brunswick, New Jersey

October, 2005



ABSTRACT OF THE DISSERTATION

Scattering states from Time-dependent Density

Functional Theory

by Adam Wasserman

Dissertation Director: Prof. Kieron Burke

Linear response time-dependent density functional theory is used to study low-

energy elastic electron scattering from targets that can bind an extra electron.

Exact formulas to extract scattering amplitudes from the susceptibility are derived

in one dimension. A single-pole approximation for scattering phase shifts in three

dimensions is derived, and shown to be more accurate than static exchange for

singlet electron-He+ scattering. A novel formula to obtain elastic scattering t-

matrix elements is derived for systems with spherical symmetry.

It is also shown that despite the incorrect asymptotic behavior of its poten-

tial, the time-dependent local density approximation can yield accurate optical

spectra. The oscillator strengths of Rydberg excitations appear in the calculated

spectrum as continuum contributions with excellent optical intensity. We explain

why, illustrate this for the neon and helium atoms, and also discuss when such

calculations of the optical response will be inaccurate. Finally, we show how the

local density approximation yields accurate Rydberg excitation energies.

ii



Acknowledgements

Thank you for everything, Kieron. And thank you for everything, Morrel, Neepa,

and all group members, past and present. A picture collage with proper acknowl-

edgements is available upon request.

iii



Dedication

I often dream about interacting electrons. Sometimes it starts as a nightmare: I

am sitting in the middle of an empty room, and there are hundreds of electrons

flying around. The room is small (the spectrum is discrete). I have a pencil,

and I’m scribbling some equations on a piece of paper, trying to describe what’s

going on. It’s upsetting that my own presence there complicates matters further,

since electrons are scattering off me in a random way. The interaction between

electrons, and my own existence, makes this a hopeless task. I start hearing

voices: “hopeless, hopeless...” (actually, I still dream in Spanish: “No hay esper-

anza, ninguna esperanza...”). But it is then, when I am at the edge of despair,

that the electrons suddenly stop moving. The walls of the room start changing

shape, curving as in a Van Gogh painting, and when this magic transformation is

over, electrons start moving again, but in a much simpler way: they still bounce

from me and the distorted walls, but they don’t seem to be interacting among

themselves anymore! I look at the piece of paper in my hands, cross out the

equations I was trying to solve before, and in ecstasy write down a much simpler

set of equations for non-interacting electrons. The nightmare gives way to a sweet

dream. In happiness, I stare at the new equations, smiling, and the voices start

singing: “DFT, DFT...”.

Chapter 3 is dedicated to the Local Density Approximation on the occasion

of its 40th birthday.
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Chapter 1

Introduction

This thesis is being defended in 2005, the “World Year of Physics”. With the

100th anniversary of Einstein’s annus mirabilis, there have been many interest-

ing discussions about what makes some lines of research more fundamental than

others [1]. Though not as widespread as it used to be, the opinion that the only

truly fundamental research is the one directed to discover the “ultimate” laws

of nature (in high energy physics and cosmology) is still prevalent in some cir-

cles. But equally fundamental research is required at each level of complexity,

because “more is different” [2]. The same status of “fundamental research” is

shared by a third type of research, which is neither directed to find the ultimate

laws of nature, nor to describe emergent new phenomena. Its aim is to study

well-understood phenomena, but from new and different perspectives. Just as

artists stepping aside from an almost-finished painting to see it from a different

angle, practitioners of this third type of research step aside to see a theory from

different angles, gaining new insights that will allow them to solve problems that

could not be solved otherwise. The artist can always go back to the painting

and retouch it. A good example is the research that led to the formulation of

Density Functional Theory (DFT) [3]. Walter Kohn stepped aside to look at the

well-established quantum theory of matter, from a different angle. Some aspects

of the theory started to look much more transparent from the new perspective. In

order to share his vision with the rest of us, he proposed (with Lu Sham) a practi-

cal method to calculate ground-state properties of many-electron systems [4]. The

method was so efficient, accurate, and easy to implement that the applications of
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DFT have seen an exponential growth since then, first in solid-state physics, and

then – when more sophisticated functionals were developed – in quantum chem-

istry. At the time it was formulated, however, DFT did not come as a solution

to any “fundamental” problem in physics or chemistry (type III research), yet it

opened-up new roads that have greatly contributed to the advancement of science

[5]. I will not review here the theory of ground-state DFT [6]-[9].

The field of low-energy electron-molecule scattering faces difficulties which are

similar in nature to those faced by quantum chemistry before the advent of DFT.

Nothing is fundamentally unclear about it, since the equations that ought to be

solved are well-known and can be written down. The problem is that for most

cases of interest they cannot be solved with the desired accuracy.

1.1 Electron-molecule scattering

Electrons are constantly colliding with atoms and molecules: in chemical reac-

tions, in our atmosphere, in stars, plasmas, in a molecular wire carrying a current,

or when the tip of a scanning tunneling microscope injects electrons to probe a sur-

face. When the collision occurs at low energies, the calculations become especially

difficult due to correlation effects between the projectile electron and those of the

target. These bound-free correlations are very important. For example, it is due

to bound-free correlations that ultra-slow electrons can break up RNA molecules

[10] causing serious genotoxic damage. The accurate description of correlation

effects when the targets are so complex is a major challenge. Existing approaches

based on wavefunction methods, developed from the birth of quantum mechanics

and perfected since then to reach great sophistication [11], cannot overcome the

exponential barrier resulting from solving the many-body Schrödinger equation

when the number of electrons in the target is large. Wavefunction-based meth-

ods can still provide invaluable insights in such complex cases, provided powerful
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computers and smart tricks are employed (see e.g.[12] for low-energy electron scat-

tering from Uracil), but a truly ab-initio approach circumventing the exponential

barrier would be most welcome. The purpose of Chapter 2 is to describe several

results relevant to this goal.

1.1.1 Wavefunction methods

When an electron with momentum ki collides with an N -electron atom which is

initially in state ψtarget
i , the differential scattering cross section for a transition to

a final state (kj, ψ
target
j ) is given by [13] (we will always use atomic units in this

work):

dσji

dΩ
=
kj

ki
|fji(θ, φ)|2 , (1.1)

where the scattering amplitudes fji(θ, φ) determine the asymptotic form of the

spatial (N + 1)-electron wavefunction:

Ψi →
r→∞

ψtarget
i eikiz +

∑

j

ψtarget
j fji(θ, φ)

eikjr

r
, (1.2)

which is an eigenstate of the (N + 1)-electron Hamiltonian:

ĤN+1Ψi = EiΨi (1.3)

ĤN+1 =
N+1
∑

i=1

(

−1

2
∇2

i −
Z

ri

)

+
N+1
∑

i>j=1

1

rij

(1.4)

To get the exact fji’s we would need to find the exact Ψi’s, which would imply

the hopeless task of solving Eq.(1.3) exactly. Most approximation methods start

from the following expansion of Ψi:

Ψi = Â
∑

j

ψ̃target
j (x1...xN ; r̂N+1σN+1)

1

rN+1

Fji(rN+1) +
∑

j

χj(x1...xN+1)aji (1.5)

where xi stands for {ri, σi}, and the channel functions ψ̃target
j are obtained by

coupling the target states ψtarget
j with the spin-angle functions of the scattered

electron to form eigenstates of the total orbital and spin angular momentum op-

erators (and the parity operator). The Fji are radial functions describing the
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motion of the scattered electron, and the operator Â antisymmetrizes the first

summation with respect to interchange of any pair of electrons. If the second

sum in Eq.(1.5) is omitted, the equation is referred to as the close coupling ex-

pansion, but inclusion of this term allows for a better treatment of correlation

effects; the χj are square integrable correlation functions. Substituting Eq.(1.5)

into Eq.(1.3), projecting onto the channel functions ψ̃target
j and χj, and elimi-

nating the coefficients aji of the resulting equations, one gets a set of coupled

integrodifferential equations for the Fji:
(

d2

dr2
− lj(lj + 1)

r2
+

2Z

r
+ k2

j

)

Fji(r) = 2
∑

k

(Vjk +Wjk +Xjk)Fki(r) , (1.6)

where lj is the orbital angular momentum of the scattered electron and Vjk,

Wjk, and Xjk are the partial wave decompositions of the Hartree, exchange and

correlation potentials. Once Eqs.(1.6) are solved, the scattering amplitudes can

be determined from the asymptotic behavior of the Fji. There are several families

of computational methods to solve Eqs.(1.6). Two of the most popular ones are

the R-matrix method [14] and variational methods [15]. In the R-matrix method

one solves the problem of the (N + 1)-electron system in a region close to the

target, and matches later these “inner solutions” with “outer solutions” that

obey appropriate boundary conditions; the R-matrix is a mathematical device

for doing this matching procedure. In the variational methods, parameters in the

wave function are determined so that a variational functional is made stationary.

Very accurate scattering cross-sections have been obtained using these meth-

ods for low-energy electron scattering off light atoms [16], and the current genera-

tion of massively parallel computers has allowed the calculation of accurate cross

sections for electrons scattering off heavier ions, like Ni(IV) [17]. But the compu-

tational cost of wave-function methods grows exponentially with the number of

electrons (at best like N 4), so only through approximations especially crafted to

describe a particular system can they be successfully applied to obtain accurate

scattering information in these complex cases. An example of this is the case of
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electron − CO2 scattering [18]. The low energy integrated cross sections for this

process have two distinctive features: a rise in the cross sections below 2.0eV and

a resonance peak centered near 3.8eV. Even though these features were observed

experimentally many years ago [19] only recently was their detailed origin under-

stood as a consequence of subtle bound-free correlation effects [20], absent from

close-coupling calculation and hard to capture by any of the existing approxima-

tions.

1.1.2 Density functional methods

In accordance with the Hohenberg-Kohn theorem [3], the scattering cross sections

defined before, Eq.(1.1), are functionals of the ground-state density of the (N+1)-

electron system: knowledge of the ground-state density of an (N + 1)-electron

system is enough to determine, in principle, the results of the collision of one

electron with the corresponding N -electron target. This has no meaning when

the lowest energy state of the (N + 1)-electron system is unbound, so we will

restrict our discussion to systems that bind N + 1 electrons: positive ions, and

most neutral targets.

Elementary example

Consider one electron in one dimension scattering off an N = 0 target in the

presence of a negative delta function V (x) = −Zδ(x) of strength Z. This potential

admits one bound state of energy −Z2/2. The transmission coefficient must be

singular at that energy, and should therefore be of the form T (ε) = f(ε)/(ε +

Z2/2), where f(ε) must go to zero as ε → 0 and to ε as ε → ∞. The simplest

guess f(ε) = ε provides in fact the exact answer: T (ε) = ε/(ε + Z2/2). Notice

how easy it was to construct a transmission coefficient density functional in this
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case:

T [ρ](ε) =
ε

ε− E0[ρ]
, (1.7)

where ρ is the ground state density of the (N+1)-electron system, and E0[ρ] is the

exact ground-state energy functional. Since the functional T [ρ] is exact for this

system, we can think of it as a limiting case of the unknown universal transmission

functional in one dimension, and expect it to be a good approximation for other

systems with only one bound state.

This could be a good way of approaching the general problem of electron-

molecule scattering from a density-functional perspective if accurate excited-state

energy functionals were available. But although much progress has been achieved

developing better and better approximations to the ground-state energy func-

tional [4, 21, 22, 23], developing functionals of the ground-state density for excited

state properties has proven to be a tortuous path [24, 25]. A more direct approach

to excited states relies on time-dependent DFT (TDDFT). The theory is based on

the Runge-Gross theorem [26], which establishes a one to one mapping between

time-dependent densities and time-dependent external potentials, under certain

conditions that will not be reviewed here (this is discussed in, e.g., refs.[27] and

[28]).

1.2 Time-dependent Density Functional Theory (linear re-

sponse)

TDDFT applies to any electronic system subject to any (strong or weak) time-

dependent potential [29], but we will be concerned here only about the linear

response regime [30, 31], which we outline now.

Imagine that a small time-dependent perturbation δvext(r
′, t′) is applied to a

system of interacting electrons in its ground-state. Then the density will change
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by an amount δρ(r, t) determined by the susceptibility:

χ(r, t, r′, t′) =
δρ(r, t)

δvext(r′, t′)

∣

∣

∣

∣

∣

ρ

(1.8)

where ρ is the ground-state density. A system of non-interacting electrons with

the same ρ has a different susceptibility, and a different perturabtion δvS(r
′, t′)

is needed in order to produce the same density change δρ(r, t). The Kohn-Sham

susceptibility is given by:

χs(r, t, r
′, t′) =

δρ(r, t)

δvs(r′, t′)

∣

∣

∣

∣

∣

ρ

(1.9)

The two, χ and χs are therefore related by:

χ(r, t, r′, t′) =
∫

dx
∫

dτ
δvs(x, τ)

δvext(r′, t′)

∣

∣

∣

∣

∣

ρ

χs(r, t,x, τ) (1.10)

The potential vs(r, t) is uniquely determined by vext(r, t) [26] according to:

vs(r, t) = vext(r, t) +
∫

d3r′
ρ(r′, t)

|r − r′| + vXC(r, t) , (1.11)

where vXC(r, t) is the time-dependent exchange-correlation potential defined by

the requirement that non-interacting electrons moving in the presence of vs(r, t)

have the same time-dependent density ρ(r, t) as that of the interacting system.

Taking the functional derivative of vs(r, t) with respect to vext(r
′, t′) and in-

serting it into Eq.(1.10) one gets the Dyson-like response equation:

χ(r, t, r′, t′) = χs(r, t, r
′, t′) +

∫

dx
∫

dτ
∫

dx′
∫

dτ ′χs(r, t,x, τ)

×
(

δ(τ−τ ′)
|x−x

′|
+ fXC[ρ](x, τ,x′, τ ′)

)

χ(x′, τ ′, r′, t′)
(1.12)

where

fXC[ρ](x, τ,x′, τ ′) ≡ δvXC(r, t)

δρ(r′, t′)

∣

∣

∣

∣

∣

ρ

(1.13)

is the time-dependent exchange-correlation kernel. Fourier transforming with

respect to (t− t′), Eq.(1.12) becomes:

χ(r, r′;ω) = χs(r, r
′;ω) +

∫

dx
∫

dx′χs(r,x;ω)fHXC[ρ](x,x′;ω)χ(x′, r′;ω) (1.14)
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This is the central equation of the linear response formalism of TDDFT, and will

be the starting point for our developments of Chapter 2. We show there that an

analysis of Eq.(1.14) when |r| and |r′| are very large, leads to alterantive ways of

obtaining scattering information.

Whereas in Chapter 2 we deal with the formalism of scattering within TDDFT,

in chapter 3 we study the performance of the simplest approximation to the

exchange-correlation potential, i.e., the local density approximation (LDA). We

show that from the low-energy scattering states of an LDA potential one can

obtain information about the true (bound) Rydberg states of the system under

consideration.
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Chapter 2

Scattering amplitudes from Time-dependent

Density Functional Theory

2.1 Preliminaries

Consider a slow electron approaching an atom or molecule that has N electrons,

and is assumed to be in its ground state, with energy EN
0 . The asymptotic kinetic

energy of the incoming electron is ε, so the whole system of target plus electron

has a total energy of EN
0 + ε. This is an excited state of the (N + 1)-electron

system, and as such, it can be described by the linear response formalism of

TDDFT starting from the ground state of the (N + 1)-electron system. We will

explain how.

The targets we will consider must be able to bind an extra electron. For

example, take the target to be a positive ion, so that the (N +1)-electron system,

with ground-state energy EN+1
0 , is neutral. It is well known how to employ

TDDFT to calculate, e.g., excitation energies corresponding to bound → bound

transitions from the ground state [32], but in the scattering situation considered

here the excitation energy is known in advance: it is I + ε, where I is the first

ionization energy of the (N + 1)-system, I = EN
0 − EN+1

0 . It is the scattering

phase shifts, rather than the energies, that are of interest in the scattering regime.

The TDDFT approach to scattering that we are about to discuss [33] is very

different from wavefunction-based scattering methods (as outlined in Chapter

1), yet exact in the sense that if the ground-state exchange-correlation potential

(vXC) and time-dependent exchange-correlation kernel (fXC) were known exactly,
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we could then (in principle) calculate the exact scattering phase shifts for the

system of N + 1 interacting electrons. Any given approximation to vXC and fXC

leads in turn to definite predictions for the phase shifts. The method involves

the following three steps: (1) Finding the ground-state Kohn-Sham potential of

the (N + 1)-electron system, vN+1
s (r), (2) Solving a potential scattering problem,

namely, scattering from vN+1
s (r), and (3) Correcting the Kohn-Sham scattering

phase shifts towards the true ones, via linear response TDDFT.

As stated in the Introduction, the central equation of the linear response for-

malism of TDDFT is the Dyson-like response equation relating the susceptibility

χN+1(r, r′;ω) of a system of interacting electrons with that of its ground-state

Kohn-Sham analog, χN+1
s (r, r′;ω) [31]. The N +1 superscript was added in order

to emphasize that we are going to perturb the ground-state of the (N+1)-electron

system, where N is the number of electrons of the target. In what follows, how-

ever, for notational simplicity, the (N + 1) superscript will be dropped from all

quantities. In operator form (∗ indicates spatial and spin convolution):

χ = χs + χs ∗ fHXC∗χ , (2.1)

where fHXC is the Hartree-exchange-correlation kernel defined in Eq.(1.13):

fHXC[ρ](r, r′; t− t′) ≡ δ(t− t′)

|r− r′| +
δvXC(r, t)

δρ(r′, t′)

∣

∣

∣

∣

∣

ρ

, (2.2)

a functional of the (N + 1)-ground-state density ρ(r). In Eq.(2.2), vXC(r, t) is the

time-dependent exchange-correlation potential induced when a time-dependent

perturbation is applied to the (N+1)-ground state. We write the spin-decomposed

susceptibility in the Lehman representation:

χσσ′(r, r′;ω) =

[

∑

n

Fnσ(r)F ∗
nσ′(r′)

ω − Ωn + i0+
+ cc(ω → −ω)

]

, (2.3)

with

Fnσ(r) = 〈Ψ0|ρ̂σ(r)|Ψn〉 ; ρ̂σ(r) =
N
∑

i=1

δ(r − r̂i)δσσ̂i
(2.4)
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where Ψ0 is the ground state of the (N + 1)-electron system, Ψn its nth excited

state, and ρ̂σ(r) is the σ-spin density operator. In Eq.(2.3), Ωn is the Ψ0 → Ψn

transition frequency. The term “cc(ω → −ω)” stands for the complex conjugate

of the first term with ω substituted by −ω. The sum in Eq.(2.3) should be un-

derstood as a sum over the discrete spectrum and an integral over the continuum.

All excited states (labeled by n) with non-zero Fnσ(r) contribute to the suscep-

tibility. In particular, the scattering state discussed before, consisting on a free

electron of energy ε and an N -electron target, contributes too. How to extract

from the susceptibility the scattering information about this single state?: the

question will be answered in the following sections, starting in one dimension.

In Sec.2.2 we derive TDDFT equations for one-dimensional scattering, and

work out in detail an example to show how to calculate transmission and reflection

amplitudes in TDDFT. The discussion is then generalized in Sec.2.3 to three

dimensions, where we explain how the familiar single pole approximation for

bound → bound transitions can be continued to describe bound → continuum

transitions to get information about scattering states, and how an analysis of

Eq.(2.1) at large distances leads to a TDDFT equation for t-matrix elments. We

end this Chapter in Sec.2.4 with a brief summary and outlook.

2.2 One dimension

2.2.1 Transmission amplitudes from the susceptibility

Consider large distances, where the (N +1)-electron ground-state density is dom-

inated by the decay of the highest occupied Kohn-Sham orbital [34]; the ground-

state wavefunction behaves as [35]:

Ψ0 →
x→∞

ψN
0 (x2, ...xN+1)

√

ρ(x)

N + 1
S0(σ, σ2, ...σN+1) (2.5)
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where ψN
0 is the ground-state wavefunction of the target, S0 the spin function of

the ground state and ρ(x) the (N + 1)-electron ground-state density. Similarly,

the asymptotic behavior of the nth excited state is:

Ψn →
x→∞

ψN
nt

(x2, ...xN+1)
φkn

(x)√
N + 1

Sn(σ, σ2, ...σN+1) (2.6)

where ψN
nt

is an eigenstate of the target (labeled by nt), Sn is the spin function of

the nth excited state, and φkn
(x) a one-electron orbital.

The contribution to Fnσ(x) (Eq.(2.4)) from channels where the target is ex-

cited vanishes as x → ∞ due to orthogonality. We therefore focus on elastic

scattering only. Inserting Eqs.(2.5) and (2.6) into the 1d-version of Eq.(2.4), and

taking into account the antisymmetry of both Ψ0 and Ψn,

Fnσ(x) →
x→∞

√

ρ(x)φkn
(x)δ0,nt

∑

σ2...σN+1

S∗
0(σ...σN+1)Sn(σ...σN+1) (2.7)

The susceptibility at large distances is then obtained by inserting Eq.(2.7) into

the 1d-version of Eq.(2.3):

χ(x, x′;ω) =
∑

σσ′

χσσ′(x, x′;ω) →
x,x′→→∞

√

ρ(x)ρ(x′)
∑

n

φkn
(x)φ∗

kn
(x′)

ω − Ωn + iη
δ0,nt

δS0,Sn
+cc(ω → −ω)

(2.8)

Since only scattering states of the (N +1)-electron optical potential contribute to

the sum in Eq.(2.8) at large distances, it becomes an integral over wavenumbers

k =
√

2ε, where ε is the energy of the projectile electron:

∑

n

φkn
(x)φ∗

kn
(x′)

ω − Ωn + iη
→

x,x′→±∞

1

2π

∫ ∞

0[R],[L]

φk(x)φ
∗
k(x

′)

ω − Ωk + iη
dk (2.9)

In this notation, the functions φkn
are box-normalized, and φkn

(x) = φk(x)/
√
L,

where L → ∞ is the length of the box. The transition frequency Ωn = EN+1
n −

EN+1
0 is now simply Ωk = EN

0 + k2/2 − EN+1
0 = k2/2 + I, where I is the first

ionization potential of the (N + 1)-electron system, and EM
0 and EM

n are the

ground and nth excited state energies of the M -electron system. The subscript

“[R],[L]” indicates that the integral is over both orbitals satisfying right and left
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Ground−state density 
of N + 1 systemPerturbation

Density change

Figure 2.1: Cartoon of Eq.(2.11). To extract the transmission amplitude for an
electron of energy ε scattering from an N -electron target: apply a perturbation
of frequency ε+ I on the far left of the (N + 1)-ground-state system (I is its first
ionization energy), and look at how the density changes oscillate on the far right.
Once amplified, the amplitude of these oscillations correspond to t(ε).

boundary conditions:

φ
[R]
[L]

k (x) →











e±ikx + rke
∓ikx , x→ ∓∞

tke
±ikx , x→ ±∞

(2.10)

When x→ −∞ and x′ = −x the integral of Eq.(2.9) is dominated by a term

that oscillates in space with wavenumber 2
√

2(ε− I) and amplitude given by the

transmission amplitude for spin-conserving collisions tk at that wavenumber (see

this explicitly in Appendix A). Denoting this by χosc, we obtain:

t(ε) = lim
x→−∞





i
√

2ε
√

ρ(x)ρ(−x)
χosc(x,−x; ε + I)



 . (2.11)

Therefore, in order to extract the transmission amplitude t(ε) from the suscpetibil-

ity when an electron of energy ε collides with an N -electron target in one dimen-

sion, one should first construct the ground-state density of the (N + 1)-electron

system, perturb it in the far left with frequency I + ε, and then look at the oscil-

lations of the density change in the far right: the amplitude of these oscillations

(“amplified” by i
√

2ερ(x)−1) is the transmission amplitude t(ε) (see Fig.2.1).

The derivation of Eq.(2.11) does not depend on the interaction between the
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electrons. Therefore, the same formula applies to the Kohn-Sham system:

ts(ε) = lim
x→−∞





i
√

2ε
√

ρ(x)ρ(−x)
χosc

s (x,−x; ε + I)



 . (2.12)

In practice, the Kohn-Sham transmission amplitudes ts(ε) are obtained by solving

a potential scattering problem, i.e., scattering from the (N + 1)-electron ground-

state KS potential.

Illustration of Eq.(2.12)

For one electron, the susceptibility is given by [36] (see Appendix C):

χs(x, x
′; ε+ I) =

√

ρ(x)ρ(x′) [gs(x, x
′; ε) + g∗s(x, x

′;−ε− 2I)] , (2.13)

where the Green function gs(x, x
′; ε) has a Fourier transform satisfying

(

−1

2

∂2

∂x2
+ vs(x) − i

∂

∂t

)

gs(x, x
′; t− t′) = −iδ(x− x′)δ(t− t′) (2.14)

Let’s use Eq.(2.12) to find the transmission amplitude for an electron scattering

from a double delta-function well, vs(x) = −Z1δ(x) − Z2δ(x − a). The Green

function can be readily obtained in this case as

gs(x, x
′) = g1(x, x

′) − Z2g1(x, a)g1(a, x
′)

1 + Z2g1(a, a)
, (2.15)

where g1 is the Green function for a single delta-function of strength Z1 at the

origin. It is given by [37]:

g1(x, x
′) =

1

ik

(

eik|x−x′| − Z1e
ik(|x|+|x′|)

ik + Z1

)

, (2.16)

with k =
√

2ε. We now have all the elements to construct χs explicitly. When

x → −∞ and x′ → −x, its oscillatory part (the coefficient of e−2ikx) multiplied

by ik and divided by
√

ρ(x)ρ(−x) (see Eq.(2.12)) yields

ts =
ik/(Z1 + ik)

1 + Z2g1(a, a)
. (2.17)

We plot Ts = |ts|2 in Fig.(2.2).
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Figure 2.2: Transmission coefficient Ts = |ts|2 for an electron scattering from the
1d-potential vs(x) = −Z1δ(x) − Z2δ(x− a). Z1 = Z2 = 1 in this plot, and a = 1
as well. Interesting: perfect transmission at k = 0 due to proximity of the two
delta-function wells.

2.2.2 TDDFT equation for transmission amplitudes

The exact amplitudes t(ε) of the many-body problem are formally related to

the ts(ε) through Eqs.(2.11), (2.12) and (2.1): the time-dependent response of

the (N + 1)-electron ground-state contains the scattering information, and this

is accessible via TDDFT. A potential scattering problem is solved first for the

(N + 1)-electron ground-state KS potential, and the scattering amplitudes thus

obtained (ts) are further corrected by fHXC to account for, e.g., polarization effects.

Even though Eq.(2.11) is impractical as a basis for computations (one can

rarely obtain the susceptibility with the desired accuracy in the asymptotic re-

gions, as we did in the previous example) it leads to practical approximations.

The simplest of such approximations is obtained by iterating Eq.(2.1) once, sub-

stituting χ by χs in the right-hand side of Eq.(2.1). This leads through Eqs.(2.11)

and (2.12) to the following useful distorted-wave-Born-type approximation for the

transmission amplitude (see Appendix B.4):

t(ε) = ts(ε) +
1

i
√

2ε
〈〈H, ε|f̂HXC(ε+ I)|H, ε〉〉 . (2.18)

In Eq.(2.18), the double-bracket notation stands for:

〈〈H, ε|f̂HXC(ε+ I)|H, ε〉〉 =
∫ ∫

dxdx′φH(x)φ[L]

ε (x)fHXC(x, x′; ε+ I)φH(x′)φ[R]

ε (x′) ,

(2.19)
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ε
0

=−Z 2/2

ε
t ( ε) = ?

Figure 2.3: Left: cartoon of an electron scattering from a negative delta-function
potential. Right: cartoon of an electron bound to the same potential; the ground-
state density deacays exponentially, just as in hydrogenic ions in 3d.

where φH is the highest-occupied molecular orbital of the (N+1)-electron system,

and φ[R]
ε (x) is the energy-normalized scattering orbital of energy ε satisfying [R]-

boundary conditions. This is reminiscent of the single-pole approximation for

excitation energies of bound → bound transitions [31].

2.2.3 An example, N = 0, trivial.

The method outlined above is valid for any number of particles. In particular, for

the trivial case of N = 0 corresponding to potential scattering. Consider again an

electron scattering from a negative delta-function of strength Z in one dimension

(Fig.(2.3)). The transmission amplitude as a function of ε is given by [38]:

t(ε) =
ik

Z + ik
, k =

√
2ε (2.20)

How would TDDFT get this answer?: (1) Find the ground-state KS potential of

the (N +1) = 1−electron system. The external potential admits one bound state

of energy −Z2/2. The ground-state KS potential is given by vs(x) = vext(x) +

vHXC(x), but vHXC = 0 for one electron, so vs(x) = vext(x) = −Zδ(x); (2) Solve

Schrödinger’s equation for the positive-energy states of an electron in the potential

vs(x), to find ts(ε) = ik/(Z + ik). And (3) In this case, fHXC = 0, so χ = χs,
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ε
t ( ε) = ?

Figure 2.4: Left: cartoon of an electron scattering from 1d-He+. Right: cartoon
of two electrons bound to the delta function in a singlet state.

and t = ts. Notice that approximations that are not self-interaction corrected (to

guarantee vHXC = 0) would give sizable errors in this simple case.

2.2.4 Another example, N = 1, not trivial.

Now consider a simple 1-d model of an electron scattering from a one-electron

atom of nuclear charge Z [39]:

Ĥ = −1

2

d2

dx2
1

− 1

2

d2

dx2
2

− Zδ(x1) − Zδ(x2) + λδ(x1 − x2) , (2.21)

The two electrons interact via a delta-function repulsion, scaled by λ. With λ = 0

the ground state density is a simple exponential, analogous to hydrogenic atoms

in 3d.

(i) Exact solution in the weak interaction limit: First, we solve for the exact

transmission amplitudes to first order in λ using the static exchange method [40].

The total energy must be stationary with respect to variations of both the bound

(φb) and scattering (φs) orbitals that form the spatial part of the Slater deter-

minant: (φb(x1)φs(x2) ± φb(x2)φs(x1)) /
√

2, where the upper sign corresponds to

the singlet, and the lower sign to the triplet case. The static-exchange equations

are:
[

−1

2

d2

dx2
+ γ|φs,b(x)|2 − Zδ(x)

]

φb,s(x) = µb,sφb,s(x) , (2.22)
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where γ = 2λ for the singlet, and 0 for the triplet. Thus the triplet transmission

amplitude is that of a simple δ-function, Eq.(2.20). This can be understood by

noting that in the triplet state, the hartree term exactly cancels the exchange

(the two electrons only interact when they are at the same place, but they cannot

be at the same place when they have the same spin, from Pauli’s principle). The

results for triplet (ttrip) and singlet (tsing) scattering are therefore:

ttrip = t0 , t0 =
ik

Z + ik

tsing = t0 + 2λt1 , t1 =
−ik2

(k − iZ)2(k + iZ)
(2.23)

(ii) TDDFT solution: We now show, step by step, the TDDFT procedure

yielding the same result, Eqs.(2.23). The first step is finding the ground-state

KS potential for two electrons bound to the δ-function. The ground-state of the

(N + 1)-electron system (N = 1) is given to O(λ) by:

Ψ0(x1σ1, x2σ2) =
1√
2
φ0(x1)φ0(x2) [δσ1↑δσ2↓ − δσ1↓δσ2↑] , (2.24)

where the orbital φ0(x) satisfies [41, 42]:

[

−1

2

d2

dx2
− Zδ(x) + λ|φ0(x)|2

]

φ0(x) = µφ0(x) (2.25)

To first order in λ,

φ0(x) =
√
Ze−Z|x| +

λ

8
√
Z

(

2e−3Z|x| + e−Z|x|(4Z|x| − 3)
)

(2.26)

The bare KS transmission amplitudes ts(ε) characterize the asymptotic behavior

of the continuum states of vs(x) = −Zδ(x) + λ|φ0(x)|2 , and can be obtained to

O(λ) by a distorted-wave Born approximation (see e.g. Ref.[43]):

ts = t0 + λt1 (2.27)

The result is plotted in Fig.(2.5), along with the interacting singlet and triplet

transmission amplitudes, Eqs.(2.23). The quantity λt1 is the error of the ground-

state calculation. The interacting problem cannot be reduced to scattering from
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Figure 2.5: Real and imaginary parts of the KS transmission amplitude ts, and of
the interacting singlet and triplet amplitudes, for the model system of Eq.(2.21).
Z = 2 and λ=0.5 in this plot.

the (N +1)-KS potential, but this is certainly a good starting point; in this case,

the KS transmission amplitudes are the exact average of the true singlet and

triplet amplitudes (compare Eq.(2.27) with Eq.(2.23)).

We now apply Eq.(2.11) to show that the fHXC-term of Eq.(2.1) corrects the

ts values to their exact singlet and triplet amplitudes. The kernel fHXC is only

needed to O(λ):

fσσ′

HX
(x, x′;ω) = λδ(x− x′)(1 − δσσ′) , (2.28)

where the fHXC of Eq.(2.1) is given to O(λ) by fHX = fH +fX = 1
4

∑

σσ′ fσσ′

HX
(= 1

2
fH

here; for the details, see Appendix D). Eq.(2.28) yields:

χ(x, x′;ω) = χs(x, x
′;ω) +

λ

2

∫

dx′′χs(x, x
′′;ω)χ(x′′, x′;ω) (2.29)

Since the ground state of the 2-electron system is a spin-singlet, the Kronecker

delta δS0,Sn
in Eq.(2.8) implies that only singlet scattering information may be
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extracted from χ, whereas information about triplet scattering requires the mag-

netic susceptibility M =
∑

σσ′(σσ′)χσσ′ , related to the KS susceptibility by spin-

TDDFT [44] (see Appendix D):

M(x, x′;ω) = χs(x, x
′;ω) − λ

2

∫

dx′′χs(x, x
′′;ω)M(x′′, x′;ω) (2.30)

For either singlet or triplet case, since the correction to χs is multiplied by

λ, the leading correction to ts(ε) is determined by the same quantity, χ̂(0)
s ∗ χ̂(0)

s ,

where χ̂(0)
s is the 0th order approximation to the KS susceptibility (i.e. with

vs(x) = v(0)
s (x) = −Zδ(x)). Its oscillatory part at large distances [36] (multiplied

by
√

ρ(x)ρ(−x)/ik, see Eq.(2.11)) is precisely equal to λt1. We then find through

Eqs.(2.11), (2.29), and (2.30) that

tsing = ts + λt1 , ttrip = ts − λt1 , (2.31)

in agreement with Eqs.(2.23).

The method illustrated in the preceeding example is applicable to any one-

dimensional scattering problem. Eqs.(2.11) and (2.1) provide a way to obtain

scattering information for an electron that collides with an N -electron target

entirely from the (N + 1)-electron ground-state KS susceptibilty (and a given

approximation to fXC).

2.3 Three dimensions

2.3.1 Single Pole Approximation in the continuum

Here we derive an analog of Eq.(2.18) in 3d. Consider the l = 0 Rydberg series of

bound states converging to the first ionization threshold I of the (N +1)-electron

system:

En − E0 = I − 1/
[

2(n− µn)2
]

, (2.32)
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where µn is the quantum defect of the nth excited state. Let

εn = −1/
[

2(n− µs,n)
2
]

(2.33)

be the KS orbital energies of that series. The true transition frequencies ωn =

En −E0, are related through TDDFT to the KS frequencies ωs,n = εn − εH, where

εH is the HOMO energy. Within the single-pole approximation (SPA) [31],[45]:

ωn = ωs,n + 2〈〈HOMO, n|f̂HXC(ωn)|HOMO, n〉〉 (2.34)

Numerical studies [46] suggest that ∆µn = µn − µs,n is a small number when

n→ ∞. Expanding ωn around ∆µn = 0, and using I = −εH, we find:

ωn = ωs,n − ∆µn

(n− µs,n)3
(2.35)

We conclude that, within the SPA,

∆µn = −2(n− µs,n)
3〈〈HOMO, n|f̂HXC(ωn)|HOMO, n〉〉. (2.36)

Letting n→ ∞, Seaton’s theorem (π limn→∞ µn = δ(ε→ 0+))[47] implies:

δ(ε)
SPA
= δs(ε) − 2π〈〈HOMO, ε|f̂HXC(ε+ I)|HOMO, ε〉〉 (2.37)

a relation for the phase-shifts δ in terms of the KS phase-shifts δs applicable

when ε→ 0+. The factor (n− µs,n)
3 of Eq.(2.36) gets absorbed into the energy-

normalization factor of the KS continuum states.

We illustrate in Fig.(2.6) the remarkable accuracy of Eq.(2.37) when applied

to the case of electron scattering from He+. For this system, an essentially exact

ground-state potential for the N = 2-electron system is known. This was found

by inverting the KS equation using the ground-state density of an extremely

accurate wavefunction calculation of the He atom [48]. We calculated the low-

energy KS s-phase shifts from this potential, δs(ε) (dashed line in the center,

Fig.(2.6)), and then corrected these phase shifts according to Eq.(2.37) employing

the BPG approximation to fHXC [49] (= adiabatic local density approximation for
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Figure 2.6: s-phase shifts as a function of energy for electron scattering from
He+. Dashed lines: the line labeled KS corresponds to the phase shifts from
the exact KS potential of the He atom; the other dashed lines correspond to the
TDDFT singlet and triplet phase shifts calculated in the present work according
to Eq.(2.37). Solid lines: accurate wavefunction calculations of electron-He+

scattering from Ref.[50]. The solid line in the center is the average of singlet and
triplet phase shifts. Dotted lines: Static exchange calculations, from Ref.[51]. The
asterisks at zero energy correspond to extrapolating the bound → bound results
of Ref.[49].
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antiparallel contribution to fHXC and exchange-only approximation for the parallel

contribution. See Appendix E for details on the numerical calculation). We also

plot the results of a highly accurate wavefunction calculation [50] (solid), and of

static-exchange calculations [51] (dotted). The results show that phase shifts from

the (N+1)-electron ground-state KS potential, δs(ε), are excellent approximations

to the average of the true singlet/triplet phase shifts for an electron scattering

from the N -electron target, just as in the one-dimensional model of the previous

section; they also show that TDDFT, with existing approximations, works very

well to correct scattering from the KS potential to the true scattering phase shifts,

at least at low energies. In fact, for the singlet phase shifts, TDDFT does better

than the computationally more demanding static exchange method, and for the

triplet case TDDFT does only slightly worse. Even though Eq.(2.37) is, strictly

speaking, only applicable at zero energy (marked with asterisks in Fig.(2.6)), it

clearly provides a good description for finite (low) energies. It is remarkable that

the antiparallel spin kernel, which is completely local in space and time, and

whose value at each point is given by the exchange-correlation energy density of a

uniform electron gas (evaluated at the ground-state density at that point), yields

phase shifts for e-He+ scattering with less than 20% error. Since a signature

of density-functional methods is that with the same functional approximations,

exchange-correlation effects are often better accounted for in larger systems, the

present approach holds promise as a practical method for studying scattering

from large targets.

2.3.2 Partial-wave analysis of scattering within TDDFT

In the previous subsection we derived a single-pole approximation for bound →

continuum transitions by extrapolating the well-known single-pole approximation

corresponding to bound → bound transitions. We will now go to the other side

of the threshold, and focus on the TDDFT linear response at frequencies which
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are higher than the ionization potential of the (N + 1)-electron system.

Linear response equation at large distances

We restrict the discussion to spherically symmetric (N + 1)-electron systems. In

such cases, the Green function gs(r, r
′;ω) that builds up the KS susceptibility

χs(r, r
′;ω) = 2

∑

i occ

φ∗
i (r)φi(r

′)gs(r, r
′; εi + ω) + c.c.(ω → −ω) , (2.38)

can be expanded in spherical harmonics as:

gs(r, r
′;ω) =

∞
∑

l=0

l
∑

m=−l

gsl(r, r
′; εi + ω)Y m

l (r̂)Y m∗
l (r̂′) . (2.39)

Introduce the shorthand notation Y r̂r̂
′

lm ≡ Y m
l (r̂)Y m∗

l (r̂′). When the magnitude of

one of the arguments of χs(r, r
′;ω) is very large, say r → ∞, then

χs(r, r
′;ω) →

r→∞

2
√

ρ(r)usH
(r′)

rr′
Y∗r̂r̂′

lHmH

∑

l,m

gsl(r, r
′;ω − I)Y r̂r̂

′

lm , (2.40)

where usH
(r) stands for the radial KS HOMO, i.e. φsH

(r) = r−1usH
(r)Y mH

lH
(r̂). We

have dropped the c.c.(ω → −ω) term because χs is dominated by the exponential

decay of g∗s(ω → −ω) at large distances, in addition to that of the density. We

will also need the limiting form of the susceptibility when the magnitudes of both

arguments, r and r′, are very large. As r′ → ∞ (r′ < r), Eq.(2.40) becomes

χs(r, r
′;ω) →

r>r′→∞

2
√

ρ(r)ρ(r′)

rr′
Y∗r̂r̂′

lHmH

∑

l,m

gsl(r, r
′;ω − I)Y r̂r̂

′

lm . (2.41)

We keep r > r′ to facilitate the discussion that follows, but r′ ≥ r leads to the

same results. We now state without proof that the susceptibility of the interacting

system has the analogous behavior:

χ(r, r′;ω) →
r→∞

2
√

ρ(r)uH(r′)

rr′
Y∗r̂r̂′

lHmH

∑

l,m

gl(r, r
′;ω − I)Y r̂r̂

′

lm , (2.42)

where gl(r, r
′;ω) is the radial interacting Green function of the (N + 1)-electron

system, and uH(r′) is a function of r′ only, which becomes equal to usH
(r′) as
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r′ → ∞ and is defined by Eq.(2.42) itself. When both r and r′ go to infinity:

χ(r, r′;ω) →
r>r′→∞

2
√

ρ(r)ρ(r′)

rr′
Y∗r̂r̂′

lHmH

∑

l,m

gl(r, r
′;ω − I)Y r̂r̂

′

lm . (2.43)

Now insert Eqs.(2.40)-(2.43) into the TDDFT linear response formula when r >

r′ → ∞:

lim
r>r′→∞

χ(r, r′;ω) = lim
r>r′→∞

χs(r, r
′;ω)+2 lim

r>r′→∞

∫

dr1dr2χs(r, r1;ω)fHXC(r1, r2;ω)χ(r2, r
′;ω) .

(2.44)

Multiplying throughout by Y∗r̂r̂′

LM = Y M∗
L (Ω)Y M

L (Ω′), integrating over the solid

angles dΩ and dΩ′ to project out the (L,M)-component, and setting (L,M) →

(l, m), we get the integral equation

lim
r>r′→∞

gl(r, r
′; ε) = lim

r>r′→∞
gsl(r, r

′; ε) + 2 lim
r>r′→∞

∫

dr1

∫

dr2
usH

(r1)uH(r2)

r1r2
×

×gsl(r, r1; ε)fHXC(r1, r2; ε+ I)gl(r2, r
′; ε)Y r̂1r̂2

lHmH
Y∗r̂1r̂2

l0 ,(2.45)

where ε = ω − I > 0 is the energy of the projectile electron.

Asymptotic behavior of Green functions

The radial KS Green function gsl(r, r
′; ε) can be written as ([43],[52]):

gsl(r, r
′; ε) = −2 (rr′Ws)

−1
u

(1)
skl(r<)u

(2)
skl(r>) , (2.46)

where u
(1)
skl(r) solves the radial Schrödinger equation with the ground-state KS

potential vs(r):

(

d2

dr2
+ k2 − 2vs(r) −

l(l + 1)

r2

)

uskl(r) = 0 , (2.47)

and is regular at the origin: u
(1)
skl(0) = 0. It has the asymptotic behavior:

u
(1)
skl(r) →

r→∞
k−1eiδsl sin (hkl(r) + δsl) (2.48)

where

hkl(r) = kr − lπ/2 + γ
[

1

k
ln 2kr + σl

]

. (2.49)
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The value of γ depends on whether vs(r) is long-ranged (γ = 1) or short-ranged

(γ = 0); the Kohn-Sham phase shifts δsl are the phase shifts of the radial orbitals

in addition to the σl due to scattering from a pure Coulomb potential.

The orbital u
(2)
skl(r) of Eq.(2.46) is an irregular solution of Eq.(2.47), with

asymptotic behavior:

u
(2)
skl(r) →

r→∞
k−1ei(hkl(r)+2δsl) . (2.50)

In Eq.(2.46), Ws = k−1 exp(2iδsl) is the Wronskian between u
(1)
skl and u

(2)
skl.

In order to obtain scattering information from Eq.(2.45), we need the KS

Green function when r → ∞:

gsl(r, r
′; ε) →

r→∞
−2(rr′)−1eihkl(r)u

(1)
skl(r

′) , (2.51)

as well as when both r and r′ go to infinity:

gsl(r, r
′; ε) →

r>r′→∞
−2(krr′)−1ei(hkl(r)+δsl) sin(hkl(r

′) + δsl) . (2.52)

We also need gl(r, r
′) in these two limits. With all likelihood:

gl(r, r
′; ε) →

r→∞
−2(rr′)−1eihkl(r)u

(1)
kl (r′) (2.53)

gl(r, r
′; ε) →

r>r′→∞
−2(krr′)−1ei(hkl(r)+δl) sin(hkl(r

′) + δl) , (2.54)

where the definition of ukl(r
′) is that of Eq.(2.53), and the δl are the exact l-phase

shifts of the interacting scattering problem.

Notice that inserting Eqs.(2.51)-(2.54) into Eq.(2.45), the r-dependence drops

out completely, yielding (r′ → r):

eiδl sin(hkl(r) + δl) = eiδsl sin(hkl(r) + δsl) − 4keihkl(r)〈〈fHXC〉〉l , (2.55)

where

〈〈fHXC〉〉l =
∫

dr1

∫

dr2
usH

(r1)uH(r2)

(r1r2)2
u

(1)
skl(r1)fHXC(r1, r2; ε+I)u

(1)
kl (r2)Y r̂1r̂2

lHmH
Y∗r̂1r̂2

l0 .

(2.56)
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To understand the significance of Eq.(2.55), consider the Lippmann-Schwinger

equation for a two-potential scattering problem [52], where an electron scatters

from vs(r) + v1(r), the sum of two potentials. The k-scattering solution in this

potential is given by:

ukl(r) = u
(1)
skl(r) +

∫ ∞

0
dr′gsl(r, r

′; k2/2)v1(r
′)ukl(r

′) . (2.57)

With the asymptotic forms given in Eqs.(2.48) and (2.51), we see that

kukl(r) →
r→∞

eiδsl sin(hkl(r) + δsl) − 2keihkl(r)
∫ ∞

0
dr′u

(1)
skl(r

′)v1(r
′)ukl(r

′) . (2.58)

Therefore, Eq.(2.55) is almost Lippmann-Schwinger’s equation at large distances.

If electrons were contact-interacting in such a way that fHXC were proportional

to f approx
HXC (r)δ(r − r′) then Eq.(2.55) would be precisely Lippmann-Schwinger’s

equation (at large distances) provided we identified v1(r) with:

v1(r) = 2usH
(r)uH(r)f approx

HXC (r)u
(1)
skl(r)

∫

dΩY r̂r̂

lHmH
Y∗r̂r̂

l0 . (2.59)

The correlation contribution to fHXC in ALDA, for example, is of such form.

TDDFT equation for t-matrix elements and phase shifts

With the usual definition of the transition matrix in the angular momentum

representation [52]:

tl ≡ −1

k
eiδl sin δl , (2.60)

Eq.(2.55) leads, after some algebra, to:

tl = tsl + 4〈〈fHXC〉〉l , (2.61)

where tsl = −k−1 exp(iδsl) sin δsl. It is remarkable that, if assumptions (2.42) and

(2.53) are true, the simple expression of Eq.(2.61) is in fact exact.

Now suppose that δ
(1)
l = δl − δsl is a small quantity, and expand Eq.(2.61)

to first order in δ
(1)
l , just as we did in the previous subsection for the quantum
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defects of Rydberg transitions. We find:

δl = δsl − 4ke(−2iδsl)〈〈fHXC〉〉l . (2.62)

Finally, approximate

uH(r) ∼ usH
(r) , u

(1)
kl (r) ∼ u

(1)
skl(r) , (2.63)

and impose energy-normalization by requiring that the scattering orbitals go

asymptotically like [43]

ũ
(1)
skl =

√

2k

π
e−iδslu

(1)
skl(r) →

r→∞

√

2

πk
sin(hkl(r) + δsl) . (2.64)

Eq.(2.62) can then be re-written as:

δl = δsl − 2π [[fHXC]]B.A.

l (2.65)

[[fHXC]]B.A.

l ≡
∫

dr1

∫

dr2
usH

(r1)usH
(r2)ũ

(1)
skl(r1)ũ

(1)
skl(r2)

(r1r2)2
fHXC(r1, r2; ε+I)Y r̂1r̂2

lHmH
Y∗r̂1r̂2

l0 ,

(2.66)

with the superscript “B.A.” standing for Born-type approximation. Eq.(2.65)

coincides with the SPA formula derived via quantum-defect theory in the previous

subsection, Eq.(2.37).

2.4 Summary and outlook

Based on the linear response formalism of TDDFT we have discussed a new way

of calculating elastic scattering amplitudes for electrons scattering from targets

that can bind an extra electron. In one dimension, transmission amplitudes can

be extracted from the (N + 1)-electron ground-state susceptibility, as indicated

by Eq.(2.11). Since the susceptibility of the interacting system is determined

by the Kohn-Sham susceptibility within a given approximation to the exchange-

correlation kernel, Eq.(2.1), the transmission amplitudes of the interacting system
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can be obtained by appropriately correcting the bare Kohn-Sham scattering am-

plitudes. Eq.(2.18), reminiscent of the single-pole approximation for bound →

bound transitions, provides the simplest approximation to such a correction. A

similar formula for scattering phase shifts near zero energy, Eq.(2.37), was ob-

tained in three dimensions by applying concepts of quantum defect theory. Fi-

nally, a simple expression for the angular representation of t-matrix elements,

Eq.(2.61) was derived for the case of (N + 1)-electron systems that have a spher-

ically symmetric KS potential.

These constitute first steps towards the ultimate goal, which is to accurately

treat bound-free correlation for low-energy electron scattering from polyatomic

molecules. An obvious limitation of the present approach is that it can only be

applied to targets that bind an extra electron because the starting point is al-

ways the (N + 1)-ground-state Kohn-Sham system, which may not exist if the

N -electron target is neutral, and certainly does not exist if the target is a negative

ion. In addition to extending the formalism to treat such cases, there is much

work yet to be done: a general proof of principle in three dimensions, testing the

accuracy of approximate ground-state KS potentials, developing and testing ap-

proximate solutions to the TDDFT Dyson-like equation, extending the formalism

to inelastic scattering, etc. Thus, there is a long and winding road connecting

the first steps presented here with the calculations of accurate cross sections for

electron scattering from large targets when bound-free correlations are important.

The present results show that this road is promising.
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Chapter 3

Accurate Rydberg excitations from the Local

Density Approximation

The Local Density Approximation (LDA) is the simplest and historically most

successful approximation in Density Functional Theory [6]. It was proposed by

Kohn and Sham [4] soon after the ground-breaking paper of Hohenberg and Kohn

[3]. Whereas new generations of functionals have achieved better accuracy than

LDA for many properties, its ratio of reliability to simplicity has no paragon.

The LDA approximates the exchange-correlation contribution to the ground-state

energy by

ELDA
XC

[ρ] =
∫

drρ(r)εunif

XC
(ρ(r)) , (3.1)

where εunif
XC (ρ) is the exchange-correlation energy per particle in a uniform electron

gas of density ρ. Eq.(3.1) yields the exact exchange-correlation energy for this

system (the uniform electron gas), because EXC[ρ] = Nεunif
XC (ρ) in this case, where

N is the number of electrons. As Kohn and Sham put it in their 1965 paper

[4], “Our sole approximation consists of assuming that Eq.(3.1) constitutes an

adequate representation of exchange and correlation effects in the systems under

consideration”, that is, inhomogeneous systems. Although the LDA yields useful

approximations to the total energy of atoms and molecules, the corresponding

ground-state KS potentials are poor approximations [53] to the exact ones. In

particular, the LDA (or GGA) potential of a neutral atom decays exponentially

at large distances, rather than as −1/r as the exact KS potential does. This

is because within the LDA, the Hartree potential correctly cancels the external
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potential at large distances but the exchange-correlation potential incorrectly

decays exponentially:

vLDA
XC (r) ≡ δELDA

XC
[ρ]

δρ(r)
= εunif

XC (ρ(r)) + ρ(r)
∂εunif

XC
(ρ)

∂ρ

∣

∣

∣

∣

∣

ρ=ρ(r)

, (3.2)

since the density itself decays exponentially. As a result, the LDA potential for

an atom does not support a Rydberg series of bound states. The first ioniza-

tion threshold in the optical spectrum is at the magnitude of the energy of the

highest occupied atomic orbital: In an LDA or GGA calculation this is typically

too small by several eV. These approximate potentials have excitations to the

continuum at frequencies where Rydberg excitations occur in the exact poten-

tial. This led many researchers to believe that excitations into Rydberg states

cannot be treated at all within LDA (or GGA), or that the only way to do so

is by asymptotically correcting the potentials [54]-[58]. Exact exchange (OEP)

potentials [59, 60] decay correctly, but at significant additional computational

cost. At the same time, there has been a proliferation of real-time TDLDA cal-

culations of electronic excitations of molecules and clusters, and even solids (see

Ref.[29] for examples). These evolve the time-dependent Kohn-Sham equations

under a weak perturbation, and extract the time-dependent dipole moment of the

target. Fourier transform yields the optical intensity as a function of frequency.

Such calculations often yield remarkably useful results, but, due to truncation

after a large but finite time, often do not carefully distinguish bound-bound from

bound-free transitions. Based on the above reasoning, authors usually downplay

the significance of their own results beyond the LDA threshold [61]-[64]. This

prognosis is unnecessarily bleak. In fact, TDLDA yields accurate optical spectra,

even near the ionization threshold. Fig.(3.1) shows this for the neon atom. The

oscillator strengths associated with exact Rydberg excitations remain in the same

frequency region in LDA (even though the Rydberg states themselves are miss-

ing), as suggested by Zangwill and Soven [65, 66], and confirmed numerically by

Zangwill [67] for the krypton atom, where the TDLDA continuum absorption in
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Figure 3.1: Oscillator strengths (in inverse Hartrees) for the 2p → ns transitions
in Ne as a function of photon energy (in Hartrees), from the exact KS potential,
and from the LDA one. The discrete spectrum has been multiplied by the density-
of-states factor (see text).

the range 10-14 eV was found to agree with the experimental discrete absorption

within 5%. We explain why this is true for most atomic and molecular systems.

In Section 3.1 we focus on oscillator strengths, showing that the LDA pho-

toionization intensities are good approximations to the true Rydberg photoab-

sorption intensities. In Section 3.2 we go further, showing how the low-energy

LDA scattering states can in fact tell us the position of the true Rydberg excita-

tions.
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3.1 Rydberg oscillator strengths from LDA scattering states

3.1.1 Truncated and shifted Coulomb potential

First, consider the hydrogen atom potential, V (r) = −1/r. Now shift the poten-

tial upwards by a small amount C, and truncate it when it reaches zero, i.e.

Vtr(r) =











−1/r + C, r ≤ 1/C

0, r > 1/C
(3.3)

Since this potential does not decay as −1/r at large distances, it does not support

a Rydberg series. Its ionization potential is red-shifted by about C. In Fig.(3.2),

we plot the optical intensity of both the pure and truncated Coulomb potentials in

the vicinity of the ionization threshold, for C = 1/20 (1.35 eV). The discrete tran-

sitions have optical intensity Ffiδ(ω− ωfi), where ωfi is the transition frequency

and Ffi is its oscillator strength:

Ffi =
2ωfi

3

l>
2li + 1

(
∫ ∞

0
drφf(r)rφi(r)

)2

. (3.4)

Here φi and φf are the initial and final radial orbitals, and l> is the larger of li

and lf . However, for reasons explained below, we represent them by single lines

of height n3Ffi, where n is the radial quantum number of the final state. The

similarity between the two curves is striking, both above the exact threshold and

between the two ionization thresholds. As long as 1/C is not too close to the

nucleus, this behavior is observed for any value of C.

The phenomenon is well-known in atomic physics [43]. The two potentials

differ only by a constant, except at large r (> 1/C). Their ground-state orbitals

are virtually identical. The Rydberg states of the pure Coulombic potential are

also almost identical to the continuum states of the shifted potential with the

same transition frequency, unless they accidentally fall very close to the shifted

potential’s threshold. Thus the 〈φf |r|φi〉 are about equal, except that states in

the continuum are energy-normalized. This produces a density of states factor,
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Figure 3.2: Oscillator strengths (in inverse Hartrees) corresponding to 1s → np
transitions (only shown for n≥4) for a pure Coulomb and the truncated-Coulomb
potential given by Eq. (3.3) with 1/C = 20.

(dE/dn)−1, where n is the final state index. In the case of a pure −1/r potential,

this is simply n3. Once this is accounted for, the optical response of the truncated

potential is very close to that of the long-ranged potential.

3.1.2 LDA potentials

Why is this phenomenon relevant to a TDLDA optical spectrum? Long ago, it

was understood that the primary difference between LDA (or GGA) potentials

and the exact KS potential is due to a lack of derivative discontinuity in the LDA

potential [68]. This leads to the LDA XC potential differing from the exact XC

potential by (nearly) a constant in the valence region: about (I + A)/2 where I

is the ionization potential and A the electron affinity. Taking I = 0.8 and A ≈ 0

yields a shift of 0.4 as shown in Fig.3. The variation of the difference with r is

much smaller than that of the potentials in the valence region of the Ne atom.

To plot the Rydberg series of an exact KS potential, we write Enl = −(n −

µnl)
−2/2, where µnl is the quantum defect, typically a very smooth function of

n, and rapidly approaching a finite value as n → ∞. To interpolate the n-

dependence of µ, we used the same self-consistent interpolation of Al-Sharif et.
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Figure 3.3: Ne atom: the top curve shows the difference between the LDA and
exact XC-potential. The bottom curves show vexact

S
and vLDA

S
. In the valence

region (shaded) the two potentials run almost parallel.

al. [46]. In practice, (dE/dn)−1 differs negligibly from (n− µnl)
3 [43].

In Fig.(3.1), we plot the KS optical response spectrum for the Ne atom, for

both the LDA and exact potentials. The LDA potential was obtained through

a fully numerical self-consistent calculation [69]. The high quality of the LDA

spectrum is already apparent in the bare KS spectrum (in the case of the Ne

atom, the TDDFT corrections are small[32]). The LDA threshold is 0.3 (8eV)

below the exact threshold. Above the LDA threshold, the LDA oscillator strength

is accurate to within 20% for all bound transitions. Table I shows this explicitly

by extracting these from the height of the LDA curve at the exact transition

frequencies. These LDA states are not resonances, but simple continuum states.

From the table we see that LDA is accurate, even if not as accurate as OEP

(the error from the latter is largely due to lack of correlation in the HOMO [70]).

Thus, while not yielding directly an approximation to the eigenvalues (although

see Sec.3.2), accurate oscillator strengths are available from LDA (or GGA) if the
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Table 3.1: Oscillator strengths for the first six discrete 2p→ns transitions in
Ne.[LDA numbers extracted from the height of the LDA continuum curve at the
exact transition frequencies].

Transition LDA OEP exact
2p→3s 2.22(-2) 2.84(-2) 2.70(-2)
2p→4s 3.74(-3) 4.43(-3) 4.46(-3)
2p→5s 1.32(-3) 1.54(-3) 1.57(-3)
2p→6s 6.22(-4) 7.15(-4) 7.34(-4)
2p→7s 3.42(-4) 3.91(-4) 4.03(-4)
2p→8s 2.09(-4) 2.37(-4) 2.45(-4)

exact transition frequencies are known.

The Thomas-Reiche-Kuhn sum rule states that the total oscillator strength

integrated over all frequencies is proportional to N , the number of electrons [43]:

∑

n

Fni +
∫ ∞

I
dE

dFEi

dE
= 3N . (3.5)

We verified the satisfaction of Eq.(3.5) in all our calculations. It is interesting

to see how the total optical intensity accumulates as a function of frequency.

The bottom panel of Fig.(3.4) shows this for the coulomb and truncated coulomb

potentials, when r0 = 20. In between the two ionization thresholds (the coulomb

threshold I and the truncated-coulomb threshold Itr), the total optical intensity

of the truncated-coulomb potential accumulates in a smooth way in such a way

that at the threshold I the frequency-integrated oscillator strength is close to that

of the pure coulomb potential, accumulated in a step-wise fashion. Similar curves

are observed in the case of Ne for the LDA vs. the exact KS potential, Fig.(3.5).

But the accuracy of the LDA spectrum is not simply a consequence of the

TRK sum rule. After all, any one-body potential satisfies this. Rather, it is the

detailed shape of the LDA KS-potential that is important. LDA densities are

close to exact densities, implying that occupied orbitals are quite accurate. In

particular, the LDA HOMO (2p in this case), out of which we are computing the

transitions, is almost identical to the exact HOMO (Fig.(3.6)). This fact alone
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implies accurate behavior for the high frequency limit of the optical spectrum.

To see this, evaluate the dipole matrix element assuming the final state is a

simple plane wave, as it will be when its energy is very high. One finds that (see

Appendix F):

∫ ∞

0
drφnp(r)rφε,l=0 →

ε→∞
− 3Z

25/4
√
π
φ′′

np(r = 0)ε−11/4 (3.6)

where Z is the nuclear charge. Thus an accurate HOMO near the nucleus yields

accurate high-frequency behavior. Even at frequencies only slightly below the

exact threshold, the final states are similar in regions that are significant for the

optical response, and their different asymptotic behavior is irrelevant, as shown

in Fig.(3.6).

We now discuss where the LDA response will not be accurate, namely in the

immediate vicinity of the LDA threshold. At this threshold, the LDA response

incorrectly vanishes according to Wigner-threshold behavior [71]. How far above

this value must one be to trust the accuracy of the LDA spectrum? To see this,

we again truncate the Coulomb potential of Fig.(3.2) (where the truncation point

was chosen appropriately for comparison purposes) but now choose a range of

truncation values, r0 = 20 → 10, so that the threshold of the truncated spec-

trum, Itr, passes through a discrete transition of the exact potential. Fig.(3.7)
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Figure 3.7: The threshold of the truncated spectrum passes through the 1s → 3p
discrete transition of the pure Coulomb potential as r0 goes from 18 to 16.

shows that, as a discrete transition is absorbed into the continuum, its oscillator

strength is at first a sharp peak centered on Itr. When Itr is well-below the dis-

crete transition, this peak has settled to an accurate envelope for that transition.

Thus one can trust the truncated oscillator strength for all discrete transitions

absorbed in the continuum except possibly the lowest. Only very close (within

one transition on either side) to Itr is the truncated spectrum inaccurate. In the

case of Ne in Fig.(3.1), there is a barely bound transition (energy -2.3mH) in

the LDA spectrum,whose oscillator strength has been partially absorbed by the

continuum.

In Fig.(3.8) we plot the 2p → nd transitions for Ne and observe again that

the LDA does a very good job, even near threshold. Finally, Fig.(3.9) shows

both the bare KS response and the TDDFT corrected response of the He atom;

the latter both exactly (from experiment and accurate quantum chemical calcu-

lations) and within TDLDA. These are the results of Stener et al. [72], but we

do not shift the LDA spectrum to correct for the threshold error: we compare
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oscillator strengths at the same frequency, not energy. The TDDFT corrections

are small, and overcorrect the bare LDA results, but clearly are consistent with

our observations for the bare spectra.

Often the excited state energy is of primary interest, especially to quantum

chemists focussed on molecular spectroscopy. However, for many other proper-

ties, the integrated response is relevant. The dispersion forces between separated

molecules are determined by the (imaginary) frequency integral of the dynamic

polarizabilities of the individual species. Our results imply that even LDA should

be an excellent approximation, as was found in Ref. [75], and more recently in

Ref. [76] for finite distances.

Moreover, it can happen that a bound → bound transition is shifted into the

continuum by TDLDA, but if it remains strongly peaked, our analysis shows that

the transition frequency and photoabsorption intensity for this transition can be

trusted, even though the transition is now bound → free. The π → π∗ transition

in benzene is an example of this [64]. In summary: this is one of those rare cases

where the results of an approximation are qualitatively wrong, but quantitatively

accurate. It has been argued that LDA yields inaccurate atomic photoionization

cross-sections within TDDFT, and that transitions to Rydberg states cannot be

studied within LDA. On the contrary, LDA gives accurate optical spectra of

atoms and molecules when interpreted appropriately. We also note that, for

those interested in the ω > 0 spectrum, TDLDA should be trusted, not shifted.

3.2 Rydberg excitation energies from LDA scattering states

So far we have shown [77] that in spite of incorrectly describing photoabsorption as

if it were photoionization, the oscillator stregths of Rydberg excitations show up

in the LDA spectrum as continuum contributions with excellent optical intensity.

The dipole matrix elements for HOMO → Rydberg transitions are accurate in



42

LDA because (1) the shape of the LDA HOMO is very close to that of the exact KS

HOMO, even if its energy is not, and (2) LDA continuum orbitals at frequencies

corresponding to HOMO → Rydberg transitions, are also very close to the exact

KS Rydberg orbitals in the crucial region for optical absorption, i.e. where the

HOMO has high amplitude. The underlying physical reason for this is simple:

the LDA exchange-correlation potential is a good approximation to the exact XC

potential near the nuclei, and runs almost parallel to it in the valence regions [77],

[78].

A possible objection to this claim of success of the LDA is that it cannot

predict the positions of the Rydberg excitations, even if it produces an ionization

envelope that approximates well the discrete photoabsorption spectrum. We now

show that, in fact, LDA can predict the position of high-n Rydberg excitations

very accurately. We use concepts of quantum defect theory, developed before the

advent of DFT by Ham [79] and Seaton [47]. The quantum defect µnl parametrizes

the energy Enl of a Rydberg state as in Eq.(2.32):

Enl = − 1

2(n− µnl)2
. (3.7)

For an electron orbiting in a Coulomb field outside an ionic core, as in a high-n

Rydberg state, µnl represents the effect of the field that prevails within the core.

Even though the Coulomb field outside the core is invoked for its definition in

Eq.(3.7), the actual number µnl is determined only by the forces inside the core

[80]. It is typically a very smooth function of n, and approaches rapidly a finite

value as n→ ∞, the asymptotic quantum defect, µl.

We will focus on the KS asymptotic quantum defect of the (l = 0)-Rydberg

series that converges to the first ionization threshold of an atom. In Subsection

3.2.1 we propose a method to extract µ from the orbitals. In Subsection 3.2.2

we test the method in two simple examples, and in Subsection 3.2.3 we apply it

to the cases of He and Ne, where the exact KS quantum defects are known, and

show that the LDA produces µ’s which are in less than 5% error.
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3.2.1 Quantum defect from its orbital

Consider a potential that equals −1/r for r ≥ r0. The solution of the radial

Schrödinger equation is well known for r ≥ r0. For negative energies E < 0,

the physically acceptable solutions are Whittaker functions (we will restrict the

analysis to s-states):

φ>r0(r) = AW1/k,1/2(2kr) , (3.8)

where A is a constant and k =
√

2|E|. The logarithmic derivative of φ>r0 is given

by:

d lnφ>r0

dr
=

1

n∗
− n∗

r
− 1

r

U(−n∗; 2; 2r/n∗)

U(1 − n∗; 2; 2r/n∗)
(3.9)

Here k was written as k = (n∗)−1, with n∗ = (n − µn), where n numbers the

bound state, and µn is the quantum defect; U is the U -confluent hypergeometric

function [81].

Regardless of the shape of the potential for r < r0, the logarithmic derivative

of φ<r0 must equal that of φ>r0 at r0. Now suppose that an orbital is given to

us, with the information that it is the n = 8 state of a potential that possesses a

Coulomb tail. We can immediately obtain µ from this orbital by solving Eq.(3.9)

numerically, using n = 8 and some large value of r. If we observe that µ changes

as r is increased, we can conclude that Eq.(3.9) is being used in the region where

r < r0, and its solution can not be interpreted as the quantum defect.

3.2.2 Two examples

Potential with constant core and Coulomb tail

Consider a potential which is equal to a constant C for r < r0 and to −1/r for

r ≥ r0. For r0 = 1 the matching condition is:

k̃ coth k̃ =
1

n∗
− n∗ − U(−n∗; 2; 2/n∗)

U(1 − n∗; 2; 2/n∗)
(3.10)
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where k̃ =
√

2|E − C|. Eq.(3.10) was solved for the first 20 bound states. For

C = r0 = 1 the asymptotic quantum defect is µ = −0.441, see Fig.(3.10). Figure

(3.11) shows µ(r), the solution of Eq.(3.9) as a function of r, for the n = 20

orbital. Clearly, the quantum defect for a given state can be obtained by looking

at the respective orbital anywhere in the region r > r0. In particular, it can be

obtained at r0. It represents the accumulation of phase due to the non-coulombic

potential in the region of r < r0 up to r = r0.

Imagine now that the potential is altered by replacing the Coulomb tail by

an exponential decay. This modified potential has an orbital which –up to a

constant– is identical to the original n = 20 Rydberg orbital in the region r < r0,

but it is now a scattering orbital, behaving very differently in the region r > r0.

We can still solve Eq.(3.9) on this scattering orbital, with n = 20 on the right-

hand side, and find µ = −0.441 at r0. The altered potential does not have a

Rydberg series, yet the solution of Eq.(3.9) at r0 can still be interpreted as the

asymptotic quantum defect of the Rydberg series that was lost as a consequence

of the alteration.

The Coulomb tail has nothing to do with the value of µ. It only has to do

with its definition.

Potential that yields µ = 1

Take φ>r0 to be the 7th Coulomb Rydberg orbital, meant to represent (for r > r0)

the 8th orbital of some potential which differs from −1/r for r < r0, but equals

−1/r for r ≥ r0. Applying Eq.(3.9) for any r > r0 we find correctly µ = 1,

because n = 8 in the right-hand-side of Eq.(3.9). One of the nodes has been

shifted into the region r < r0.
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3.2.3 Results for Helium and Neon

Helium

Consider the first s-Rydberg series of the He atom. Fig.(3.13) shows the s-

quantum defect as a function of n from the exact KS potential obtained by

Umrigar and Gonze [48]. The asymptotic quantum defect µ = 0.213 can be

extracted through Eq.(3.9) from e.g. the n = 20 orbital, just as it was done in

the first example of the last Section. It is clear from Fig.(3.14) that at r0 ∼ 1,

Eq.(3.9) is already giving an accurate value of µ. This is a remarkable fact, not

at all obvious considering that the KS potential at r ∼ 1 is still not equal to −1/r

(see Fig.3.12). Most of the quantum defect is built up close to the nucleus (steep

rise for 0 < r < 1 in Fig.(3.14)), and its final value of µ ∼ 0.213 has been reached

before the potential becomes purely coulombic.

The LDA potential runs almost parallel to the exact one in the region 1 <

r < 2 (where µ can already be extracted accurately), and orbitals corresponding

to the same frequency (exact and LDA) are therefore very close in that region,
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of the He atom. The quantum defect converges rapidly to its asymptotic value,
µ = 0.213.

see Fig.(3.15). In the spirit of ref.[77], we compare the exact 20s orbital (which

is essentially identical to the zero-energy state in the region 0 < r < 6) and the

LDA orbital of energy I + εLDA
1s = 0.904 − 0.571 = 0.333. Notice how good the

LDA orbital is in the region 1 < r < 2. We show in Fig.(3.16) the solution of

Eq.(3.9) when this scattering LDA orbital is employed. Clearly, the plateau of

the LDA curve in the 1 < r < 2 region is an accurate estimate of the quantum

defect. The value of µ on this plateau is 0.205, an underestimation of less than

4% with respect to the exact value. Thus, given the true ionization potential

of the system, LDA gives a very accurate prediction of the asymptotic quantum

defect.

Neon

We repeat the same for the Ne atom. This time we choose the n = 8 state, whose

corresponding LDA energy is E = 0.285. The first plateau of the LDA curve

in Fig.(3.17) is at µ = 1.366, an overestimation of 4% with respect to the exact

value (µ = 1.313). We can now construct a purely LDA spectrum with Rydberg

excitations, Table 3.2 and Fig.(3.18).

It may be argued that our approach is equivalent to asymptotically correcting
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orbital was used for the exact case, and the E=0.333 orbital was used for the LDA
(the value of n in Eq.(3.9) was set large enough in this case to ensure convergence)

Table 3.2: Transition frequencies and oscillator strengths in atomic units for the
first six discrete 2p→ ns transitions in Ne, from the exact and LDA KS potentials.

trans. transition frequency oscillator strength
LDA exact LDA exact

2p→3s 0.6052 0.6102 2.38(-2) 2.70(-2)
2p→4s 0.7204 0.7227 3.99(-3) 4.46(-3)
2p→5s 0.7546 0.7556 1.39(-3) 1.57(-3)
2p→6s 0.7692 0.7697 6.49(-4) 7.34(-4)
2p→7s 0.7767 0.7770 3.55(-4) 4.03(-4)
2p→8s 0.7811 0.7813 2.15(-4) 2.45(-4)
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the LDA potential, e.g., à la van Leeuwen-Baerends [56]. Calculations should be

done to address this point and compare the two approaches. Our non-invasive

method leaves the LDA potential intact: instead of modifying the shape of the

potential, we modify the interpretation of the results of a pure DFT-LDA calcu-

lation. No spurious effects due to shifting-and-splicing the potentials [57] appear.

We have shown that, given the experimental ionization potential of an atom,

an LDA calculation yields an accurate value for the asymptotic quantum defect

of the Rydberg series converging to that threshold. Through Seaton’s theorem

[47] (πµ = δ(E → 0+)), this also implies that LDA yields accurate low-energy

phase shifts for an electron scattering from the corresponding positive ion; work

along this line is ongoing. We have not addressed here the effect of dynamical

corrections to the quantum defects; work along this line is also ongoing. Can the

method presented here be extended to get LDA predictions for low-n states? We

believe so, and work along this line is ongoing too.
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Appendix A

Extracting transmission amplitudes from the

susceptibility in 1d

A.1 Derivation of Eq.(2.11)

Let’s study the integral of Eq.(2.9),

J =
∫ ∞

0[R],[L]

φk(x)φ
∗
k(x

′)

ω − Ωk + iη
dk , (A.1)

in the limit when x→ −∞ and x′ → −x. The one-electron orbital φk(x) has the

scattering boundary conditions indicated by Eq.(2.10), so that

J →
x→−∞

x′→−x

∫ ∞

0
dk

(

eikx + rke
−ikx

)

t∗ke
ikx

ω − k2/2 − I + iη
+
∫ ∞

0
dk

(

e−ikx + r∗ke
ikx
)

tke
−ikx

ω − k2/2 − I + iη
, (A.2)

where the first term corresponds to [R], and the second to [L]-boundary con-

ditions. I is the ionization energy of the (N + 1)-electron system, and k the

wavenumber of the projectile electron. Using the following properties of the trans-

mission and reflection amplitudes:

t∗k = t−k , r∗k = r−k , (A.3)

Eq.(A.2) can be rewritten as:

J →
x→−∞

x′→−x

∫ +∞

−∞
dk

tke
−2ikx

ω − k2/2 − I + iη
+
∫ +∞

−∞
dk

r∗ktk
ω − k2/2 − I + iη

(A.4)

With all the poles of tk lying on the positive imaginary k-axis, the first of these

terms yields:

∫ +∞

−∞
dk

tke
−2ikx

ω − k2/2 − I + iη
= −2πi

k̃
tk̃e

−2ik̃x−4πiR( poles of tk) , k̃ =
√

2(ω − I) ,

(A.5)
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where the resiudes R( poles of tk) decay exponentially at large distances.

According to Eq.(2.8), the complex-conjugate of J when ω → −ω also needs to

be considered, but inspection of Eq.(A.2) shows that this term will only contribute

with exponentially decaying terms at large distances.

With Eqs.(A.4) and (A.5) into Eqs.(2.8) and (2.9), the susceptibility at large

distances is:

χ(x,−x;ω) →
x→−∞

− i

k̃

√

ρ(x)ρ(−x)tk̃e−2ik̃xδ0,nt
δS0,Sn

+ n.o. , (A.6)

where “n.o.” stands for non-oscillatory terms. Denoting by χosc the oscillatory

part of χ (the coefficient of exp[−2ik̃x]), the transmission amplitude at energy ε

for elastic (δ0,nt
= 1), spin-conserving (δS0,Sn

= 1) collisions, is given by Eq.(2.11):

t(ε) = lim
x→−∞





i
√

2ε
√

ρ(x)ρ(−x)
χosc(x,−x; ε + I)



 . (A.7)

A.2 Derivation of Eq.(2.12)

The same steps of the previous section apply to non-interacting electrons, so

Eq.(2.12) has exactly the same form as Eq.(2.11): the Kohn-Sham transmission

amplitudes can be extracted from the Kohn-Sham susceptibility just as the true

amplitudes of the interacting system are extracted from the (true, interacting)

susceptibility. For non-interacting electrons, however, we also give an alternative

derivation of Eq.(2.12), starting from the following representation of the Kohn-

Sham susceptibility:

χs(x, x
′;ω) =

∑

occ

φi(x)φi(x
′)gs(x, x

′;ω + εi) + c.c.(ω → −ω) , (A.8)

with

gs(x, x
′; ε) = − 2

W
φL(x<)φR(x>) , (A.9)

where the wronskian W = φRφ
′
L − φLφ

′
R is taken for Kohn-Sham orbitals φR and

φL satisfying right and left boundary conditions respectively, as in Eq.(2.10). W
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is independent of position; evaluating it as x → ∞ we get W = −2iktk, where k

is the wavenumber corresponding to ε. Since the εi’s are all negative (the index

i in Eq.(A.8) runs over the N + 1 occupied KS orbitals), the complex conjugate

term in Eq.(A.8) is not oscillatory, and decays at large distances. The HOMO is

the less rapidly decaying KS orbital, going as the square root of the density at

large distances, and εHOMO = −I, so Eqs.(A.9) and (A.8) yield:

χs(x, x
′;ω) →

x→−∞

x′→−x

φHOMO(x)φHOMO(−x)gs(x, x
′;ω − I) (A.10)

=
√

ρ(x)ρ(−x) 1

ik̃tk̃

(

tk̃e
−ik̃x

)2
, k̃ =

√

2(ω − I)(A.11)

leading directly to Eq.(2.12). Notice that no non-oscillatory terms – like the

second term of Eq.(A.4) – appear in this derivation (apart from those that are

exponentially small at large distances).
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Appendix B

Elastic scattering in 1d

B.1 Parity-wave analysis of 1d-scattering

We call it “partity-wave” in analogy to the usual “partial-wave” analysis of 3d-

scattering, as suggested by Eberly [82]. For Schrödinger’s equation in 1d:

(

−1

2

d2

dx2
+ v(x) − k2

2

)

ψ(x) = 0 , (B.1)

write the solution at large distances as:

ψk(r) →
r→∞

eikrε + f(ε)eikr (B.2)

where r = |x|, and ε = sign(x). Comparing with Eq.(2.10) one concludes that:

tk = 1 + f(+) , rk = f(−) . (B.3)

Calculation of the current yields:

j(ε) =
iε

2

(

∂ψ∗

∂r
ψ − ψ∗∂ψ

∂r

)

(B.4)

→
r→∞

k
[

1 + ε|f(ε)|2 + <
{

(1 + ε)f(ε)eik(1−ε)r
}]

. (B.5)

Coservation of probability j(+) = j(−) leads to the optical theorem:

σ = −2<f(+) , (B.6)

where the total cross section σ is the sum of two ‘differential’ cross-sections:

σ =
∑

ε

σ(ε) , σ(ε) = |f(ε)|2 . (B.7)
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B.2 Phase shifts

Still following Eberly [82], it is possible to write ψ(r → ∞) as a sum of even and

odd parity waves:

ψ(r)→
∞

1
∑

l=0

εlAl cos(kr + lπ/2 + δl) (B.8)

Now expand f(ε) as:

f(ε) =
1
∑

l=0

εlfl , (B.9)

and write the asymptotic wavefunction (B.2) as

ψ(r) →
r→∞

cos kr + f0e
ikr + ε(i sin kr + f1e

ikr) . (B.10)

Comparing Eqs.(B.8) and (B.10), and matching coefficients of e−ikr and eikr for

each parity wave, we conclude that

Al = (−i)leiδl , fl = ieiδl sin δl . (B.11)

Inserting Eq.(B.11) into Eq.(B.7):

f(ε) = i
1
∑

l=0

εleiδl sin δl . (B.12)

B.2.1 Particular cases

Delta function: If v(x) = Zδ(x) then [83]:

δ0 = tan−1
(

− Z

2k

)

, (B.13)

δ1 = 0 . (B.14)

Square barrier: If v(x) = 0 for r > a and v(x) = −V0 for r ≤ a then [82]:

δ0 = tan−1
(

κ

k
tanκa

)

− ka , (B.15)

δ1 = tan−1

(

k

κ
tan κa

)

− ka , (B.16)

where κ2 = k2 + 2V0.
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B.3 Transmission amplitude from Lippmann-Schwinger’s

equation

The 1d-Lippmann Schwinger equation is [83]:

ψk(x) = φk(x) +
∫ ∞

−∞
g0(x, x

′)v(x′)ψk(x
′)dx′ , (B.17)

where the incident plane wave φk(x) = exp (ikx) satisfies Eq.(B.1) with v(x) = 0.

Introducing the free-particle Green function

g0(x, x
′) =

1

ik
eik|x−x′| (B.18)

into Eq.(B.17), taking the limit r → ∞, and comparing with Eqs.(B.2) and (B.3),

one gets the following expression for the transmission amplitude:

tk = 1 +
1

ik

∫ ∞

−∞
dx e−ikxv(x)ψk(x) (B.19)

B.4 Born approximation in TDDFT

In the limit x→ ∞, Eq.(A.8) for the KS susceptibility χs(x, x
′;ω) yields:

χs(x, x
′;ω) =

∑

i occ

φ∗
s,i(x)φs,i(x

′)gs(x, x
′; εi + ω) + c.c.(ω → −ω) (B.20)

→
x→∞

√

ρ(x)φsH
(x′)gs(x, x

′;ω − I) , (B.21)

where φsH
is the KS HOMO. The asymptotic behavior of the KS Green function,

Eq.(A.9) is:

gs(x, x
′; ε) →

x→∞

1

ik
φ[L]

sk(x
′)eikx (B.22)

→
x>x′→∞

1

ik

[

e−ikx′

+ rse
ikx′
]

, (B.23)

implying from Eq.(B.21) that:

χs(x, x
′;ω) →

x→∞

√

ρ(x)

ik
φsH

(x′)φ[L]

sk(x
′)eikx (B.24)

→
x>x′→∞

√

ρ(x)ρ(x′)

ik
eikx

[

e−ikx′

+ rse
ikx′
]

(B.25)
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Now define the function φH(x)φ[L]

k (x) through the asymptotic beahvior of the

susceptibility of the interacting system:

χ(x, x′;ω) →
x→∞

√

ρ(x)

ik
φH(x′)φ[L]

k (x′)eikx (B.26)

→
x>x′→∞

√

ρ(x)ρ(x′)

ik
eikx

[

e−ikx′

+ reikx′
]

(B.27)

Inserting Eqs.(B.24)-(B.27) into the Dyson-like Eq.(2.1) all the x and x′ depen-

dence drops away, resulting in:

r = rs +
1

ik

∫ ∞

−∞
dxφsH

(x)φ[L]

sk(x)fHXC(ε + I)φH(x)φ[L]

k (x) . (B.28)

Finally, approximate φH(x)φ[L]

k (x) ∼ φsH
φ[L]

sk(x) inside the integral. This corre-

sponds to iterating once the Dyson-like Eq.(2.1), as in the Born approximation.

This leads to Eq.(2.18) for the reflection amplitudes. The only difference for the

transmission amplitudes is that one of the scattering orbitals of the fHXC matrix

element must satisfy the [R]-boundary condition, as can be seen by repeating the

previous analysis for x→ ∞, and x′ → ∞, rather than x > x′ → ∞.
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Appendix C

One electron: Susceptibility from the Green

function.

Derivation of Eq.(2.13)

Consider an electron in the ground state φ0(x) of a 1d-potential vs(x). In

the absence of external time-dependent perturbations, its evolution is given by

φ0(x)e
−iε0t, where ε0 is the ground-state energy. But due to a time-dependent per-

turbation δv(x, t), this changes by an amount determined by the Green function

gs(x, x
′; t− t′):

δφ0(x, t)e
−iε0t =

∫

dx′
∫

dt′φ0(x
′)e−iε0t′g(x, x′; t− t′)δv(x′, t′) . (C.1)

Since for one electron ρ(x, t) = |φ0(x, t)|2, and δρ(x, t) = φ0(x, t)δφ
∗
0(x, t) +

φ∗
0(x, t)δφ0(x, t), taking the Fourier transform and comparing the resulting ex-

pression for δρ(x, ω) with the defining equation of χs(x, x
′;ω):

δρ(x, ω) =
∫

dx′χs(x, x
′;ω)δv(x′;ω) , (C.2)

we get

χ(x, x′;ω) =
√

ρ(x)ρ(x′) [gs(x, x
′;ω + ε0) + g∗s(x, x

′;−ω + ε0)] . (C.3)

Eq.(2.13) follows after setting ω = ε+ I and ε0 = −I.

Alternatively, expand gs(x, x
′; ε) as a sum over states:

g(x, x′; ε) ≡ 〈x|
(

ε− Ĥ + iδ
)−1 |x′〉 =

∑

j

φj(x)φ
∗
j(x

′)

ε− εj + iδ
, (C.4)
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Figure C.1: Although χs(x,−x; ε) decays exponentially (because the density de-
cays exponentially), it oscillates at large distances, and the amplitude of these
oscillations yields the transmission coefficient. Z = 1 in this plot.

and compare with the 1-electron Lehman representation of χs(x, x
′; ε+ I) [27]:

χs(x, x
′; ε+ I) =

∑

j,k

(fk − fj)
φj(x)φ

∗
k(x)φ

∗
j(x

′)φk(x
′)

ε+ I − (εj − εk) + iδ
(C.5)

=
√

ρ(x)ρ(x′)







∑

j 6=0

φj(x)φ
∗
j(x

′)

ε− εj + iδ
−
∑

j 6=0

φ∗
j(x)φj(x

′)

ε+ εj + 2I + iδ







(C.6)

=
√

ρ(x)ρ(x′) [gs(x, x
′; ε) + g∗s(x, x

′;−ε− 2I)] (C.7)

For the specific case of a negative delta-function potential of strength Z, the

Green function gs(x, x
′; ε) is known analytically, Eq.(2.16). We plot in Fig.(C.1)

the imaginary part of χs at two different values of ε.



61

Appendix D

Hartree-exchange kernel for two

contact-interacting electrons

For the spin-unpolarized ground-state of two contact-interacting electrons, as in

the Hamiltonian of Eq.(2.21):

Hartree energy, potential, and kernel:

EH[ρ] =
λ

2

∫

dx
∫

dx′ρ(x)ρ(x′)δ(x− x′) (D.1)

vσ
H(x) =

δEH[ρ]

δρσ(x)
= λρ(x) (D.2)

fσσ′

H
(x, x′) =

δvσ
H(x)

δρσ′(x′)
= λδ(x− x′) (D.3)

Exchange energy, potential, and kernel:

EX[ρ] = −λ
4

∫

dx
∫

dx′ρ(x)ρ(x′)δ(x− x′) (D.4)

vσ
X(x) =

δEX[ρ]

δρσ(x)
= −λρσ(x) (D.5)

fσσ′

X
(x, x′) =

δvσ
X(x)

δρσ′(x′)
= −λδσσ′δ(x− x′) (D.6)

Hartree-Exchange kernel:

fσσ′

HX
= fσσ′

H
+ fσσ′

X
= λ(1 − δσσ′)δ(x− x′) . (D.7)

With the 1d-spin-decomposed version of Eq.(2.1),

χσσ′(x, x′;ω) = χsσσ′(x, x′;ω) +
∑

α,β

∫

dy
∫

dzχsσα(x, y)fαβ
HX

(y, z)χβσ′(z, x′) (D.8)
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and the relation:

χsσσ′(x, x′) = δσσ′χsσσ(x, x′) , (D.9)

insertion of the kernel (D.7) into Eq.(D.8) leads to:

χ↑↑ = χs↑↑(x, x
′) + λ

∫

dx′′χs↑↑(x, x
′′)χ↓↑(x

′′, x′) (D.10)

χ↑↓(x, x
′) = λ

∫

dx′′χs↑↑(x, x
′′)χ↓↓(x

′′, x′) (D.11)

Since the magnetic susceptibility M is given by:

M =
∑

σ,σ′

(σσ′)χσσ′ = 2χ↑↑(x, x
′) − 2χ↑↓(x, x

′) (D.12)

then:

M(x, x′;ω) = χs(x, x
′;ω) − λ

2

∫

dx′′χs(x, x
′′;ω)M(x′′, x′;ω) , (D.13)

as in Eq.(2.30).
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Appendix E

Numerical calculation of bound→free TDDFT

matrix elements

E.1 Hartree-exchange

For two electrons, the Hartree-exchange kernel is given by fHX = 1
2

1
|r−r

′|
. The

Coulomb interaction can be expanded in Legendre polynomials as:

1

|r− r′| =
1√
rr′

∞
∑

l=0

(

r<

r>

)l+ 1
2

Pl(r̂ · r̂′) , (E.1)

where r< and r> stand respectively for the lesser and greater of r and r′, the

magnitudes of r and r′. For the spherically symmetric case at hand, we keep only

the l = 0 term, yielding:

fHX =
1

2r>

(E.2)

Explicitly,

〈〈H, ε|f̂HX|H, ε〉〉 =
1

2

∫

dr
∫

dr′
1

(4πrr′)2
φH(r)φk(r)

1

r>
φH(r′)φk(r

′) , (E.3)

with φH and φk being radial soultions of the l = 0 KS equations. Eq.(E.3) is

rearranged to:

〈〈H, ε|f̂HX|H, ε〉〉 =
1

2

∫ ∞

0
dr (f1(r)I0(r) + f0(r) [K − I1(r)]) , (E.4)

where:

f0(r) = φH(r)φk(r)

f1(r) = f0(r)/r
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I0(r) =
∫ r

0
f0(r

′)dr′

I1(r) =
∫ r

0
f1(r

′)dr′

K = I1(r → ∞)

E.2 Correlation

The correlation kernel in the adiabatic local density approximation is given by:

fALDA

C
=
d2eunif

c

dρ2
(ρ0)δ

(3)(r − r′) , (E.5)

where eunif
c is the correlation energy per particle of the uniform electron gas. With

δ(3)(r−r′) = δ(r−r′)δ(θ−θ′)δ(φ−φ′)/(r2 sin θ) the matrix elements of the kernel

become:

〈〈H, ε|f̂ALDA

C
|H, ε〉〉 =

1

π

∫ ∞

0
dr

1

r2
|φH(r)|2|φk(r)|2

d2eunif
c

dρ(r)2
(ρ0) . (E.6)

We calculated the second derivative of the Perdew-Wang parametrization of eunif
c

[84] as:

d2eunif
c

dρ2
=

3−4/3

(4π)2/3
n−5/3G′′ − 2 × 3−5/3

(4π)1/3
n−4/3G′ , (E.7)

where G′ and G′′ are the first and second derivatives with respect to rs =

(3/4πρ)1/3 of the G function of ref.[84]:

G′ = −2Aα1q2 −
q0q3

q1(1 + q1)
, (E.8)

G′′ =
1

q2
1(1 + 1/q1)

[

2A(2α1q3 − q0q4) +
q0q

2
3

q1

(

2 − 1

q1(1 + 1/q1)

)]

,(E.9)

with

q0 = −2A(1 + α1rs) (E.10)

q1 = 2A
(

β1

√
rs + β2rs + β3r

3/2
s + β4r

2
s

)

(E.11)

q2 = ln
(

1 + q−1
1

)

(E.12)

q3 = A [β1/
√
rs + 2β2 +

√
rs (3β3 + 4β4

√
rs)] , (E.13)

and the constants A, α1, and β1...β4 taken from ref.[84].
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E.3 Note about the hybrid kernel employed

The BPG hybrid functional employed [49] sets to zero the parallel spin contribu-

tion to the correlation kernel, and to f ↑↓ALDA
C the antiparallel contribution. The

correction needed for singlet scattering in Section 2.3.1 is therefore given by the

matrix elements of:

fBPG

HXC =
1

2

1

|r − r′| +
1

2
f ↑↓ALDA

C , (E.14)

whereas the corrections for triplet scattering are given by the matrix elements of

the spin-flip kernel:

∆fBPG

HXC
= −fBPG

HXC
(E.15)

In the equations above, f ↑↓ALDA
C

is given by Eq(E.5) with the parameters of ref.[84]

chosen for ζ = 0 (unpolarized case).
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Appendix F

High frequency behavior of optical response

Here we study the high frequency behavior of the dipole matrix elements 〈np|r̂|εl=0〉

corresponding to transitions from l = 1 bound orbitals to l = 0 free orbitals, and

then the elements 〈ns|r̂|εl=1〉 corresponding to transitions from l = 0 bound or-

bitals to l = 1 free orbitals.

F.1 p→ s transitions

For very high energies, the final states |εl=0〉 are plane waves with wavelength

k =
√

2ε. We need to study the behavior of

∫ ∞

0
drφnp(r)r sin kr (F.1)

as k → ∞. Integrating by parts, one obtains

∫ ∞

0
drf(r) sin kr =

f(0)

k
− f ′′(0)

k3
+
f IV (0)

k5
− ... , (F.2)

where fn stands for the nth derivative with respect to r of the function f(r) =

rφnp(r). For coulombic φnp’s, the second derivative φ′′
np(0) is the first non-zero

derivative at r = 0, so f IV (0) = 4φ′′′
np(0) is the first non-zero term in the expansion

of Eq.(F.2), and the only term to be kept since k → ∞. Taking into account the

correct energy-normalization of the scattering state φk(r → ∞) →
√

2
πk

sin kr,

the result is:

〈np|r|εl=0〉→
∞

4

√

2

π
φ′′′(0)k−11/2 (F.3)

The cusp-condition

φ′′′
np(0) = −3

2
Zφ′′

np(0) , (F.4)
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and substitution of k = ε2/2 leads to:

∫ ∞

0
drφnp(r)rφε,l=0 →

ε→∞
− 3Z

25/4
√
π
φ′′

np(r = 0)ε−11/4 (F.5)

F.2 s→ p transitions

〈ns|r̂|εl=1〉 Here we need to consider

∫ ∞

0
drφns(r)rF1(0, kr) = k

∫ ∞

0
drφns(r)r

2j1(kr)

=
1

k
I1(k) − I2(k) , (F.6)

where

I1(k) = =
∫ ∞

0
drφns(r)e

ikr

=
φns(0)

k
− φ′′

ns(0)

k3
+
φIV

ns (0)

k5
− ... , (F.7)

and

I2(k) = <
∫ ∞

0
drf(r)eikr , f(r) = rφns(r)

= −f
′(0)

k2
+
f ′′′(0)

k4
− fV (0)

k6
+ ...

=
3φ′′

ns(0)

k4
− 5φns(0)

k6
+ ... (F.8)

Taking into account the cusp condition φ′′
ns(0) = −2Zφ′

ns(0), and the normaliza-

tion factor
√

2/πk, Eqs.(F.7) and (F.8), when inserted into Eq.(F.6), yield:

∫ ∞

0
drφns(r)rφε,l=1(r) →

ε→∞

8Z

27/4
√
π
φ′

ns(r = 0)ε−9/4 (F.9)
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[19] C. Ramsauer, Über den Wirkungsquerschnitt der Kohlensäure-moleküle
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[60] S. Kümmel and J.P. Perdew, Simple iterative construction of the optimized
effective potential for orbital functionals, including exact exchange, Phys. Rev.
Lett. 90, 043004 (2003).

[61] K. Yabana and G.F. Bertsch, Time-dependent local-density approximation in
real time, Phys. Rev. B 54, 4484 (1996).

[62] A. Rubio, J.A. Alonso, X. Blase, L.C. Balbás, and S. G. Louie, Ab Initio
Photoabsorption Spectra and Structures of Small Semiconductor and Metal
Clusters, Phys. Rev. Lett. 77, 247 (1996).
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