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**Important notations:** A linear operator is identified by a cap: $\hat{A}$. In the expression $|b\rangle = \hat{A}|c\rangle$ a vector $|c\rangle$ from a linear space is mapped to a vector $|b\rangle$ from the same space. $\langle c|b\rangle$ defines a dual vector to $|c\rangle$ and $\langle c|b\rangle = (b|\overline{c}\rangle)^\dagger$ the inner product between the two vectors $|c\rangle$ and $|b\rangle$. Bold characters, as $\mathbf{A}$ or $\mathbf{C}$, are used for matrix representations of linear operators or vectors. Their elements are then defined using the following notations: $[\mathbf{A}]_{mn}$ or $[\mathbf{C}]_n$. $\mathbf{A}^T$ is a transpose of matrix $\mathbf{A}$, while $\mathbf{A}^\dagger$, is its adjoint (transposed and complex conjugated) matrix.

1. Introduction and historical remarks

The main goal of this article is to review the Filter Diagonalization Method (FDM), a method of spectral analysis of time signals and, in particular, the NMR signals. We discuss various aspects of NMR data processing in the framework of FDM. Most results reported here were published previously [1–16]. An attempt is made to present FDM critically, emphasizing both its advantages and drawbacks. Some unsolved either conceptual or computational challenges, associated mostly with the multidimensional FDM, are identified.

We start with a description of some aspects of the spectral analysis of quantum dynamical systems because of the obvious historical and conceptual connections between the quantum dynamics calculations and FDM.

Resonances or quasi-bound states appear to be one of the most important characteristics of an open or dissipative quantum system (as, e.g. a scattering system). The calculation of resonance parameters has always been a very important numerical task in the study of quantum dynamics. Unlike the bound states, resonances, formally defined as the complex poles of Green’s function, are better characterized by complex energies with the imaginary parts associated with the inverse lifetimes. This often required replacement of the true Hermitian Hamiltonian by a non-Hermitian one with the imaginary part effectively describing the dissipation. The eigenvalues of such an effective Hamiltonian are complex and could, therefore, approximate the true poles of the Green’s function. As such the arising numerical problem would be the one of diagonalizing a non-Hermitian Hamiltonian matrix. Diagonalization of a large non-Hermitian matrix still remains a central numerical bottleneck in quantum dynamics calculations: the conventional methods based on matrix transformations have severe numerical limitations, while iterative techniques with better numerical scaling, such as the Lanczos method, are generally unstable.

“Filter Diagonalization” was the name given by Neuhauser [17] in 1990 to a numerical procedure to compute eigenenergies of a possibly large quantum system using solutions of the time-dependent Schrödinger equation. In conventional, so called, spectral methods based on matrix transformations have severe numerical limitations, while iterative techniques with better numerical scaling, such as the Lanczos method, are generally unstable.

In Eq. (1) we used the Dirac “bra”, $\langle 0|$, and “ket”, $|0\rangle$, notations for a wavefunction. In Filter Diagonalization the propagation time required to achieve similar resolution could be much shorter: the “filter” part would then be responsible for constructing a set of “good” basis functions filtered by a short-time Fourier
transform (FT),

\[
|\varphi_j\rangle = \int_0^{t_{\text{max}}} e^{i(\hat{\mathcal{H}} - \hat{\mathcal{H}}_0)t} |0\rangle \, dt,
\]

while the "diagonalization" of the Hamiltonian matrix \( \mathcal{H}_{ij} = \langle \varphi_i | \hat{\mathcal{H}} | \varphi_j \rangle \), evaluated in this basis, would deliver the accuracy for the eigenenergies beyond the Heisenberg uncertainty relation. Because the Fourier basis is highly localized in the energy space, i.e. each basis function \( |\varphi_j\rangle \) is dominated by just a few eigenfunctions of \( \hat{\mathcal{H}} \) with eigenvalues close to \( \varphi_j \), the narrow band Fourier basis with \( \varphi_j \) values chosen in a small energy interval can represent the eigen subspace in this interval. Since 1990 this idea, originally implemented quite naively, had undergone certain transformations before it boiled down to numerically competitive schemes. One of the early real successes of Filter Diagonalization was the very accurate calculation of hundreds of quantum scattering resonances of the HO2 radical [18], which is still hard to reproduce by any other technique.

The most essential development, that gave a new perspective to Filter Diagonalization, was published by Wall and Neuhauser [1] in 1995. In this article it was discovered that neither the Fourier basis functions \( |\varphi_j\rangle \) (Eq. (2)) nor the Hamiltonian operator \( \hat{\mathcal{H}} \) have to be known explicitly to carry out the Filter Diagonalization steps: once a time correlation function \( c(t) \) is available, the Hamiltonian matrix could be evaluated from it. On the other hand, we can write

\[
c(t) = \sum_{k=1}^{K} d_k e^{-i\omega_k t},
\]

where \( \omega_k = E_k/h \) are proportional to the eigenvalues of \( \hat{\mathcal{H}} \) and the amplitudes \( d_k = |\langle 0 | \omega_k \rangle|^2 \) are defined by the projections of the eigenfunctions \( |\omega_k\rangle \) on the initial state \( |0\rangle \). Therefore, the Filter Diagonalization could be applied to extract the frequencies \( \omega_k \) and the amplitudes \( d_k \) from a general time signal \( c(t) \) only assuming that Eq. (1) is satisfied, even in the case, when the time signal \( c(t) \) was not generated by a quantum Hamiltonian. In this case \( \hat{\mathcal{H}} \) plays the role of an effective Hamiltonian whose spectral parameters are extracted by the filter diagonalization procedure. As such the method was applied to extract the instantaneous normal modes from a time signal generated by calculating the classical trajectories of a multi-particle system [19]. However, the numerical implementation of the finding of Ref. [1] was quite inefficient, so it would remain just a curious observation, unless better implementations [2,20] could be found later. For example, in Ref. [2], the new version of the method was shown to possess the properties of an optimal method of solving Eq. (3) from several points of view including convergence, speed and reliability. To distinguish this efficient version and its further extensions from all the previous ones, but to also keep the original name, we call it FDM (the Filter Diagonalization Method).

Later FDM was applied to a number of problems in theoretical physics and chemistry (some selected references are [21–31]), where solution of the Harmonic Inversion Problem (HIP), as defined by Eq. (3), was essential. At the same time FDM started to be applied to NMR data processing (the early publications include [4–8]).

One point, which might not always seem obvious, is that formally Eq. (3) is a nonlinear fit problem with all the bad attributes of the nonlinearity. In particular, a general nonlinear optimization problem does not have a unique solution. Moreover, finding a solution for such a problem might become a serious numerical challenge even with a few fitting parameters. Apparently, the HIP, being only formally nonlinear, is not that in reality, once it is formulated appropriately. One of the central advantages of FDM (shared by several other linear algebraic techniques) is that the spectral parameters are, to certain extent, uniquely obtained by solving some particular linear algebraic problems. Originally, the authors of Refs. [1,2] were not aware of the vast number of the high resolution methods for spectral analysis of time signals, so some aspects of FDM were actually re-inventions. In fact, the first known publication on the subject, that contained several key ideas used in FDM as well as in most other methods of solving Eq. (3), is due to Baron de Prony and dated by 1795 [32]. In particular, the first linear algebraic solution to a problem of identifying the parameters of a multi-exponential decay of a time signal was presented in the same article by Baron de Prony. It might appear that for the period of more than two centuries the problem must have been beaten to death. In spite of that, it is still alive and FDM seems to possess some unique features which, in certain respects, makes it superior to the other methods. In
particular, to the best of our knowledge, its multidimensional versions hardly have competing analogues. Although, for some one-dimensional (1D) problems, especially involving very long and noiseless signals, FDM is extremely efficient, its actual strength is revealed outside of the 1D applications. The basic reason is that FDM processes the whole multi-dimensional data set simultaneously by fitting it to a certain multi-dimensional parametric form, unlike the FT spectral analysis which is intrinsically 1D. For instance, 2D HIP can be written as

\[ c(t_1, t_2) = \sum_{k=1}^{K} d_k e^{-i t_1 \omega_{1k}} e^{-i t_2 \omega_{2k}} \]

(4)

with \( \omega_{1k} \), \( \omega_{2k} \) and \( d_k \) now characterizing the 2D spectral features. By solving Eq. (4) one can, in principle, obtain high spectral resolution even if the signal is not available at both long \( t_1 \) and \( t_2 \), as would be required by the Fourier uncertainty principle. It is the total size of the 2D data set, which implies the total number of algebraic equations with the unknowns \( \{d_k, \omega_{1k}, \omega_{2k}\} \) and which is relevant. Experimentally, it may be easy to satisfy the condition when the total number, \( N_1 \times N_2 \), of the 2D signal points, i.e. the number of equations, dominates the total number of unknowns \( (3K) \).

In a 1D signal processing scheme the length of the signal in each dimension has to dominate the number of unknowns, i.e. \( N_1 > 2K \) and \( N_2 > 2K \). In Ref. [6] one can find a striking example of a resolved 2D double-absorption HSQC spectrum obtained using just two 1D purely phase modulated FIDs.

Unfortunately, 2D FDM did not always work as well as it was predicted by the naive information consideration. In fact, the original formulation of 2D FDM [3] has only been applied to either model or experimental NMR signals [5,6] with quite high signal-to-noise ratio (SNR) for which the assumption of Eq. (4) holds. The attempts to treat more complex and noisier multi-dimensional data by the method of Ref. [3] identified some problems, that were addressed in several recent papers [8–10,12]. For example, in Ref. [8] it was pointed out that a problem would occur if there are degenerate frequencies, i.e. when the 2D spectra would have peaks at the same \( \omega_{1k} \) but separated in the other frequency dimension (or vice versa). A method implemented in the frame of 2D FDM, called “simultaneous diagonalization”, was suggested to overcome this degeneracy problem. It was argued later [10] that the degeneracy itself does not actually create any numerical problem, if the SNR is sufficiently high, an artifact free spectrum can be constructed by using the resolvent operator (or Green’s function) approach [9,10,12]. Rather than Eq. (4), this approach implies a much more pessimistic, direct-product, parametric form to represent the 2D time domain data

\[ c(t_1, t_2) = \sum_{k_1=1}^{K_1} \sum_{k_2=1}^{K_2} d_{k_1 k_2} e^{-i t_1 \omega_{1k_1}} e^{-i t_2 \omega_{2k_2}}, \]

(5)

although this equation is not solved explicitly for the unknowns \( d_{k_1 k_2} \), \( \omega_{1k_1} \) and \( \omega_{2k_2} \). Apparently, Eq. (5) is consistent with the formulations used previously for processing of 2D NMR signals [33–36]. Although the resolvent operator approach appeared to be a significant improvement, compared to the previous implementations of 2D FDM, i.e. it significantly lowered the SNR threshold of the FDM stability, it would still fail for sufficiently noisy data, where the FT spectra could still be very well resolved. The reason is that for a general 2D data array \( c(t_1, t_2) \) Eq. (4) is ill defined or in other words, the solution is very sensitive to both the parameters of the fit (such as \( K \)) and small perturbations of \( c(t_1, t_2) \). This sensitivity causes instability of the result for a noisy input, appearing in the FDM spectra in a wild nonlinear fashion as spurious spikes or errors in the amplitudes and phases of the genuine features.

The next development which gave FDM new breath was the discovery of a simple trick to overcome the instability problem. The idea was to average the FDM spectrum over those small perturbations of the input to which the former is so sensitive. The original implementation of the averaging idea [9,10,13] used variation of the signal size processed by FDM. However a more consistent and elegant way to average suggested in Ref. [12] is based on averaging the FDM spectrum over small random perturbations of the input signal of fixed size. The fact that a particular realization of the signal plus artificial noise has more noise than the original signal is irrelevant as the auxiliary artificial noise has zero mean. We called this latter method pseudo-noise averaging.

Green’s function formalism with the averaging were two of the main ingredients in the status of the
multidimensional FDM until very recently. Apparently, irrelevant of the fact that FDM is based on solving the parametric fit Eq. (4) these two methods complicate a direct parametric classification of the spectrum in terms of frequencies and amplitudes, as each spectral peak is now characterized by many terms with a lot of cancellations and interferences. In a sense, this is a step backwards comparing with the original hopes of Refs. [3,5,6]. Thus construction of a compact and reliable line list for noisy data in more than one dimension at this stage reappeared as an unsolved problem. Another problem, albeit not conceptual, was that averaging required multiple diagonalizations which made FDM by one or two orders of magnitude more time-consuming. One step toward reduction of both the ill-conditioned structure of the matrices involved and the computational burden was to try to implement a more sophisticated multi-scale Fourier basis [11]. In the most simple implementation, a two-scale basis represents two subspaces, a narrow band Fourier basis (i.e. dense in the frequency domain and long in the time domain) which is localized in the particular small frequency window and describes the fine structure in this window, and a coarse basis (i.e. sparse in the frequency domain and short in the time domain) that describes global low resolution behavior of the spectrum. Such a multi-scale basis is not only capable of minimizing the total size of the basis, but for some difficult cases it gives a more stable solution, especially in the case of both low SNR and the presence of broad non-localized spectral features, where the original method fails, even in the 1D case.

Very recently we discovered [14] that the spectral estimation problem could be handled more consistently in the framework of the resolvent (or Green’s function) formula, e.g. \( I(s) = C^T R^{-1} C \), where \( R = R(s) \) and \( C \) are data matrices defined by the time signal. \( I(s) \) does not, in principle, require calculation of the spectral parameters as it can be evaluated directly by matrix inversion or by solution of a linear system. Since the data matrix \( R \) is singular, a pseudo-inverse \( R_q^{-1} \) must be used. In the new numerical expression for spectral estimation, called the Regularized Resolvent Transform (RRT) the Singular Value Decomposition (SVD) or Tikhonov regularization [41,42] is implemented for regularization purpose. In the latter case the regularized inverse is approximated by \( R_q^{-1} = (R^T R + q^2 I)^{-1} R^T \). Possible singularities of \( R_q^{-1} \) are removed by using the real regularization parameter \( q \). The latter actually controls the appearance of artifacts: a larger value of \( q \) suppresses the artifacts and broadens the peaks with low amplitudes. A too large \( q \) leaves only a few strongest peaks in the spectrum. The role of \( q \) is, therefore, similar in spirit to that of the singular value threshold in the truncated SVD applications but is generally much less frustrating as the result only smoothly depends on \( q \). Unlike FDM, RRT has the status of a “transform”, i.e. a direct (albeit nonlinear) transformation of the time-domain data into the frequency domain spectrum and is very straightforward to use. Unfortunately, in RRT no line list is produced which may be associated with its major drawback. Another difficulty associated with the RRT at this stage is the lack of a numerically fast method to evaluate the absorption spectrum directly from a single multidimensional purely phase modulated signal. Thus, in spite of the invention of RRT, FDM had not lost its attractiveness as it can, at least in principle, deliver the spectral parameters with the possibility of easily generating all kinds of spectral representations.

FDM2k was the name given to the new version of FDM [15] that used a simple trick to remove the instability in the solution of the arising generalized eigenvalue problems avoiding either expensive averaging over many FDM calculations or the state of the art fiddling with various FDM parameters. In FDM2k a real parameter \( q \), similar to that in RRT, is used to control the appearance of the artifacts. However, so far FDM2k has been tested only for 2D applications, while higher dimensional applications may have some caveats.

Despite the very encouraging results obtained so far, FDM is very far from being able to entirely replace the FT data processing. Clearly, the latter has quite different requirements to the data, such as no restrictions to the lineshapes or lower bounds for SNR, but it needs bigger data sets in all dimensions. FDM can extract certain types of spectral information that are unavailable by FT. For example, in 2D FT data processing purely phase modulated signals give rise to mixed-phase (“phase-twist”) lineshapes in which neither the real nor the imaginary part of the
2D FT spectrum can be phased to the desired double absorption lineshape [37]. In some experiments the latter can be obtained by, for instance, acquiring hyper-complex type data [38] corresponding to two-fold larger data sets. However, in 2D-\textit{J} experiments those are unavailable and only absolute value 2D spectra [39] are used, leading to poor resolution, even when the data sets are large, or requiring implementation of heavy digital filters [40] to improve the lineshapes at the expense of considerable amplitude distortions. In FDM one can generate a double-absorption spectrum from purely phase modulated data, or an absorption mode 45° projection of a 2D-\textit{J} spectrum leading to a singlet-proton spectrum. The latter idea is extendable to more than 2D experiments, such as 3D HSQC-\textit{J} and 4D \textit{J}-TOCSY-\textit{J} [13], in which the proton multiplets are collapsed into singlets, considerably simplifying the problem of spectral assignment. Thus, FDM not only allows one to improve the spectral resolution relative to the conventional data processing, but also makes certain experiments much more useful, and opens various possibilities to design new experiments.

2. Spectral estimators, parameter estimators and nonlinear problems

For a given 1D time signal \(c_n \equiv c(t_n)\) defined on a finite time grid \(t_n, n = 0, \ldots, N - 1\), we can formulate the spectral analysis problem. In this section we will describe the difference and relation between a spectral estimator and parameter estimator. Although in general \(t_n\) could be any grid, due to various reasons it is most common to consider equidistant time points, \(t_n = n\tau\), separated by a sufficiently small step \(\tau\), which is consistent with the spectral width (SW) according to

\[
\tau = \frac{2\pi}{\text{SW}},
\]

i.e. so that the highest frequency oscillation is correctly represented by the discretized data.

We can now define two spectral functions, that, corresponding to the integral FT,

\[
I(s) = \int_{0}^{\infty} c(t) e^{-ist} dt,
\]

and the other, corresponding to the discrete FT (DFT),

\[
I'(s) = \frac{i}{\pi} \sum_{n=0}^{\infty} \left(1 - \frac{\delta_{n0}}{2}\right)c_n e^{in\pi s},
\]

where the term \((1 - \delta_{n0}/2)\) multiplies \(c_0\) by 1/2 to correct the error introduced by the discrete sum approximation of the continuous half-line Fourier integral. Generally, for small \(\tau\) we have \(I'(s) \approx I(s)\) but unlike \(I(s)\), the DFT spectrum \(I'(s)\) is periodic in \(s\) with the period equal to the Nyquist width \(2\pi/\tau\). Since \(c(t)\) is not available on the whole semi-infinite interval \([0, \infty)\) and since the experimental data may also be contaminated by noise, it is impossible to use Eq. (7) directly to compute \(I(s)\) (or \(I'(s)\)). A method which estimates \(I(s)\) (or \(I'(s)\)) from the available incomplete and possibly noisy data can be called a spectral estimator. It is, therefore, more appropriate to formulate the spectral estimation problem as the following integral equation, obtained from Eq. (7) by the inverse FT,

\[
c_n = \frac{1}{2\pi} \int_{-\infty}^{\infty} I(s) e^{-in\pi s} ds, \quad n = 0, \ldots, N - 1.
\]

Apparently, a finite DFT is an example of a linear method of solving Eq. (9), i.e. DFT is a spectral estimator, in which the infinite time FT spectrum is estimated by a finite sum. It is not necessary to explain the importance of DFT for the problem of spectral analysis. DFT is computationally very efficient, due to the existence of fast Fourier transform (FFT) algorithms, and robust method. It gives a uniform approximation of the spectrum. In particular, the resolution of the FT spectrum is not worse than

\[
\delta s \sim \frac{2\pi}{N\tau},
\]

which is due to the relation between the frequency grid spacing and the Fourier length \(N\tau\). Furthermore, the FT spectrum is stable with respect to the variations of the signal. This is due to the linear nature of Eq. (8), the time domain noise being converted into the frequency domain noise linearly.

Having mentioned the main advantages of FT spectral analysis, it is also important to point out some of its drawbacks, such as finite resolution, Gibb's oscillations, etc. Also, because of the finite time-step \(\tau\) the estimated lineshapes of the broad lines in \(I'(s)\) are distorted. However, this particular problem is
practically irrelevant and, if necessary, can be avoided by decreasing $\tau$. It is the truncation artifacts which are the major disadvantage of the Fourier spectral estimators. To reduce the Gibbs oscillations it is customary to use *apodization* of the signal prior to the FT, i.e. multiplication of $c_n$ by some smoothly decaying function of $n$. The “uncertainty relation” between the frequency and time, Eq. (10), responsible for the uniform resolution of the FT, also turns into a major disadvantage as the FT resolution cannot be better than that in Eq. (10).

To this end, let us note that there are alternative to FT methods of solving Eq. (9), the Maximum Entropy Method (MEM) being the most popular in NMR (see, e.g. Refs. [43,44]). It is straightforward to formulate the inversion problem, Eq. (9), as a nonlinear least-squares problem. The main characteristics of the nonlinear optimization methods is, theoretically, their high resolution nature, which is different from Eq. (10). On the other hand, a major caveat associated with nonlinear problems is the existence of many local minima solutions, i.e. difficulties in finding the global minimum, and their notoriously ill-defined nature. Even though a nonlinear method can, in principle, offer very high resolution, our goal here is to avoid dealing with such problems, as we consider them too difficult to apply and, generally, very time consuming.

A parameter classification in NMR data processing is commonly understood as the following parametric fit of the time signal (FID),

$$ c_n = \sum_{k=1}^{K} d_k e^{-i\nu_k n \tau}, \quad (11) $$

where again we restrict the consideration to the case of a finite equidistant time grid with $n = 0, ..., N - 1$. In Eq. (11) the variational parameters are the complex amplitudes $d_k$ and complex frequencies $\omega_k = \nu_k - i\gamma_k$. The line width $\gamma_k$ is proportional to the inverse decay time for the term that oscillates with (real) frequency $\nu_k$.

This problem is often referred to as the Harmonic Inversion Problem (HIP). At first glance, it might appear that there is nothing special in the form of Eq. (11). However, the HIP is the most popular among all the other possible parametric forms. The reason is its unique property of having a linear algebraic solution and, therefore, allowing one to consider a much bigger parameter space than that usually considered feasible in nonlinear optimization problems.

There is a hidden subtlety in the formulation of HIP which will arise if one tries to assume the total number of terms $K$ to be fixed and $N$ independent. This seemingly natural assumption fails as it makes the problem very ill defined and the solution very sensitive to the errors (noise) in the input data. Even starting with a very special case, i.e. $K < N/2$, a general infinitesimal perturbation of the input signal $c_n$ will destroy this special property. Therefore, the well-defined, i.e. numerically stable, formulation of HIP is to set $K = N/2$ (considering, without serious sacrifice, only even $N$) which corresponds to having the number of unknowns consistent with the number of equations. In the context of FDM the total number of terms in Eq. (11) is usually irrelevant because the spectral analysis is generally performed locally in the frequency domain. In this case it is more appropriate to think in terms of the density of information in the frequency domain, i.e. the local density of poles $\rho(\omega_k)$ that should be consistent with the information content of the signal $c_n$ of size $N$,

$$ \rho(\omega_k) = \frac{1}{\Delta\omega_{\text{aver}}} \sim \frac{N\tau}{4\pi}, \quad (12) $$

where $\Delta\omega_{\text{aver}}$ is the local average spacing between the poles. This condition is to be compared with the FT uncertainty principle, Eq. (10). Clearly, Eq. (12) offers much higher resolution than the latter for the time signals that are well represented by the form of Eq. (11).

Rigorously speaking, the solution of Eq. (11) is not unique as the line list $\{\omega_k, d_k\}$ depends on the size $N$ of the fitted data set. In which sense then can we consider the line list converged? Depending on the type of the problem, Eq. (11), can be understood differently. One extreme corresponds to finding the spectral parameters for a very large data set $c_n$ with very dense set of spectral lines and with sufficiently high SNR. This situation appears to be quite typical in NMR and is most favorable for FDM but generally difficult to handle using other high resolution methods involving solutions of large linear algebraic problems. The other extreme considered typically in the engineering literature corresponds to having to extract the parameters of a few genuine lines
(sources) from the sea of noise. In the present article we do not consider the latter case, assuming that the form of Eq. (11) is an efficient representation of the data and that the peaks with large amplitudes are not due to noise, but rather the noise is represented by either broad poles \( \omega_k \) or small amplitudes \( d_k \) or both. Therefore, once we achieved the regime when a certain part of the line list is not sensitive to further increase of the data size, while there are still entries \((\omega_k, d_k)\) that change with \( N \), we can consider the stable part of the line list converged, although the degree of convergence will always be a very delicate issue.

In addition to the line list it is often desirable to have a spectrum \( I(s) \) as a function of the real frequency argument \( s \), as the spectral representation is much less ambiguous than the line list. It is also important to realize that solution of Eq. (11) for the line list \( \{ \omega_k, d_k \} \) is much less ambiguous than constructing the spectrum by solving Eq. (9), as the latter does not yield the line list, while the line list generally yields the spectrum. In other words, a parameter estimator can often be used as a spectral estimator (but not vice versa). The simplest example of a spectral estimation using the line list \( \{ \omega_k, d_k \} \) is based on analytic integral or discrete FT of Eq. (11) resulting in

\[
I(s) = \sum_k d_k G_k(s) \tag{13}
\]

or

\[
I^*(s) = \sum_k d_k G_k^*(s) \tag{14}
\]

where we introduced the two complex resolvent functions (Lorentzians)

\[
G_k(s) = i \int_0^\infty e^{i(s - \omega_k)} = \frac{1}{\omega_k - s} \tag{15}
\]

and

\[
G_k^*(s) = i \sum_{n=0}^{\infty} \left( 1 - \frac{\delta_{\omega_k}}{2} \right) e^{i\tau(s - \omega_k)} e^{-n\tau} = \frac{i\tau}{1 - e^{i\tau(s - \omega_k)}} - \frac{i\tau}{2} \tag{16}
\]

For small values of \( \delta \omega_k \) we have \( G_k(s) = G_k^*(s) \), however, unlike \( G_k(s) \), \( G_k^*(s) \) is periodic with period equal to the Nyquist width \( 2\pi/\tau \).

In NMR spectroscopy the absorption spectrum is the physically most meaningful. Note, that in the 1D case it is usually possible to express

\[
A(s) = \text{Im}\{I(s)\} \tag{17}
\]

assuming all amplitudes \( d_k \) being real and \( I(s) \) properly phased. Since in the framework of the FT spectral analysis no other absorption mode representation is available, Eq. (17) is called the absorption spectrum, even in cases when different amplitudes are not in phase resulting in non-absorption lineshapes. It is, therefore, useful to have a more general definition of an absorption spectrum in which the absorption lineshapes are reinforced but which would coincide with the usual expression if all amplitudes have zero phase:

\[
A(s) = \sum_k d_k \delta_k(s) \tag{18}
\]

\[
A^*(s) = \sum_k d_k \delta_k^*(s) \tag{19}
\]

with

\[
\delta_k(s) = \text{Im}\{G_k(s)\} = \text{Im}\left\{ \frac{1}{\omega_k - s} \right\}, \tag{20}
\]

\[
\delta_k^*(s) = \text{Im}\{G_k^*(s)\} = \text{Im}\left\{ \frac{i\tau}{1 - e^{i\tau(s - \omega_k)}} \right\} - \frac{\tau}{2}. \tag{21}
\]

Apparently, \( \delta_k(s) \) is the familiar absorption Lorentzian lineshape, \( \frac{\gamma_k^2}{((\nu_k - s)^2 + \gamma_k^2)} \), centered at \( \nu_k = \text{Re}\{\omega_k\} \) and having the width \( \gamma_k = -\text{Im}\{\omega_k\} \). Furthermore, in the case of zero width both \( \delta_k(s) \) and \( \delta_k^*(s) \) coincide with the Dirac delta-function (multiplied by \( \pi \)).

Note that both \( A(s) \) and \( A^*(s) \) will generally be complex if the amplitudes are not phased. A real-valued absorption mode spectrum can then be obtained by using either the real part of an a priori phased \( A(s) \) or the absolute value of \( A(s) \).

In the 1D case we will use the standard and familiar definition of an absorption spectrum (17) if not explicitly specified otherwise.

Being very simple analytic representations of the spectrum, the sum of Lorentzians, Eqs. (13), (14), (18) and (19), are clearly very useful in many respects. Later in the text we will address the question of how well the spectrum can be estimated by these forms using FDM and when the representations fail.
3. Non-Hermitian quantum mechanics: connection to the harmonic inversion problem (HIP)

In this section we review the quantum mechanical terminology and relations to be used in FDM to solve the HIP. Clearly, the method could be presented without the quantum mechanical jargon, although the latter makes the theory more elegant and all the derivations, straightforward.

The conventional quantum mechanics considers only Hermitian operators acting in a Hilbert space. The later is characterized by a Hermitian inner product \( \langle \Psi | \Phi \rangle = \langle \Phi | \Psi \rangle^* \) with the asterisk defining the complex conjugate. This has many useful consequences. For example, for any vector \( \Psi \) from the Hilbert space we can define the norm, \( \langle \Psi | \Psi \rangle \), which is always a real number; the eigenvalues of a Hermitian operator are real. One can actually restrict consideration to the use of real numbers exclusively by choosing a real basis. In such a basis a Hermitian operator becomes real symmetric matrix, the Hermitian inner product becomes real symmetric inner product, i.e. \( \langle \Psi | \Phi \rangle = \langle \Phi | \Psi \rangle \), and so on. However, these properties are not always very useful for describing dissipative systems. Since eventually we need to end up with complex eigenvalues representing the frequencies of decaying sinusoids, we have to leave out the Hermiticity property. Interestingly, if we restrict ourselves to the use of complex (non-Hermitian), but symmetric operators and replace the real symmetric inner product by the complex symmetric one, all the relations, that were correct for the real symmetric case will hold. Roughly speaking, this corresponds to an analytic continuation of the real symmetric case in which all the real variables are declared as complex and all the real operations are replaced by complex operations.

Consider an abstract linear vector space \( \mathcal{A} \). To distinguish between the Hermitian and complex symmetric inner product for the latter we use the round brackets, \( (\Psi | \Phi) \neq (\Phi | \Psi) \). Note that \( (\Psi | \Psi) \) is not necessarily real, i.e. the norm of \( \Psi \) is not necessarily defined in our non-Hilbert space. Moreover, \( (\Psi | \Psi) \) can even vanish for a non-zero vector \( \Psi \). Although numerically this is unlikely to happen, it is clearly an indication of possible problems (e.g. instability) in the numerical algorithms involving the non-Hermitian inner products.

We will always identify linear operators, \( \hat{U} \), \( \hat{\Omega} \), etc., that act on vectors in \( \mathcal{A} \) by a cap. By the complex symmetric operator \( \hat{\Omega} \) we mean that it satisfies the following relationships:

\[
\{(\Psi)\} \{\hat{\Omega} | \Phi\} = \{(\Psi)\} \{\hat{\Omega} | \Phi\} = (\Psi | \hat{\Omega} | \Phi) \tag{22}
\]

for any two vectors \( |\Psi\rangle \) and \( |\Phi\rangle \) from \( \mathcal{A} \). In words, it does not matter whether we first operate with \( \hat{\Omega} \) on \( |\Phi\rangle \) and then evaluate the inner product with \( |\Psi\rangle \) or vice versa.

An operator \( \hat{\Omega} \) is diagonalizable, if it has a set of eigenvalues \( \omega_k \) and eigenvectors \( |\omega_k\rangle \) satisfying

\[
\hat{\Omega} |\omega_k\rangle = \omega_k |\omega_k\rangle, \tag{23}
\]

where the eigenvectors are orthonormalized with respect to the complex symmetric inner product, i.e.

\[
(\omega_k |\omega_k\rangle) = \delta_{kk}. \tag{24}
\]

We will also assume implicitly that our operators are not pathological, which, in particular, means that the eigenvectors form a complete basis and one can use the resolution of identity,

\[
\hat{l} = \sum_k |\omega_k\rangle (\omega_k |\omega_k\rangle). \tag{25}
\]

This also implies that \( \hat{\Omega} \) can be expressed using the spectral representation,

\[
\hat{\Omega} = \sum_k \omega_k |\omega_k\rangle (\omega_k |\omega_k\rangle). \tag{26}
\]

The spectral representation becomes very useful when we want to obtain an expression for a function \( f(\hat{\Omega}) \) of an operator \( \hat{\Omega} \), whose eigenvalues and eigenvectors are known:

\[
f(\hat{\Omega}) = \sum_k f(\omega_k) |\omega_k\rangle (\omega_k |\omega_k\rangle). \tag{27}
\]

Note that \( f(\hat{\Omega}) \) is also an operator with the eigenvalues \( f_k = f(\omega_k) \) and the same eigenvectors \( |\omega_k\rangle \).

If we now adapt the quantum mechanical terminology by calling \( \hat{\Omega} \) a Hamiltonian, the following operator functions will be of most interest, namely, the time evolution operator \( \hat{U}(t) \) and the two resolvent operators \( \hat{G}(s) \) and \( \hat{G}^\dagger(s) \), related to \( \hat{U}(t) \) via the integral and discrete Fourier transformations according to, respectively, Eqs. (15) and (16). The spectral representations
of these operators, according to Eq. (27), are

$$\hat{U}(t) = e^{-it\hat{\Omega}} = \sum_k e^{-i\omega_k t} |\omega_k\rangle\langle \omega_k|, \quad (28)$$

$$\hat{G}(s) = \frac{1}{\hat{\Omega} - s} = \sum_k G_k(s) |\omega_k\rangle\langle \omega_k|, \quad (29)$$

$$\hat{G}^r(s) = \frac{i\tau}{1 - e^{i(s-\hat{\Omega})}} - \frac{i\tau}{2} = \sum_k G_k^r(s) |\omega_k\rangle\langle \omega_k|. \quad (30)$$

Clearly, these operators are complex symmetric as they are some analytic functions of the complex symmetric operator \( \hat{\Omega} \).

It is also possible to extend the spectral representation to the case of the imaginary part of an operator,

$$\text{Im}\{\hat{A}\} = \sum_k \text{Im}\{\lambda_k\} |\lambda_k\rangle\langle \lambda_k|, \quad (31)$$

where \( \lambda_k \) and \( |\lambda_k\rangle \) are eigenvalues and eigenfunctions of a general operator \( \hat{A} \). It is important to realize that generally \( \text{Im}\{\hat{A}_1 + \hat{A}_2\} \neq \text{Im}\{\hat{A}_1\} + \text{Im}\{\hat{A}_2\} \) if the operators \( \hat{A}_1 \) and \( \hat{A}_2 \) do not commute, i.e. taking the imaginary part is not a linear operation.

With this definition we can introduce the spectral density operators

$$\hat{\delta}(s) = \text{Im}\{\hat{G}(s)\} = \sum_k \delta_k(s) |\omega_k\rangle\langle \omega_k| \quad (32)$$

and

$$\hat{\delta}^r(s) = \text{Im}\{\hat{G}^r(s)\} = \sum_k \delta_k^r(s) |\omega_k\rangle\langle \omega_k|, \quad (33)$$

which will mostly be useful later in the framework of constructing the \( D \)-dimensional absorption mode spectra.

For a vector \( |0\rangle \), here called the initial state, we can consider the vector \( |t\rangle \) evolving in time according to

$$|t\rangle = \hat{U}(t)|0\rangle. \quad (34)$$

Since \( \hat{\Omega} \) is not Hermitian, the evolution operator \( \hat{U}(t) \) is not unitary, i.e. its eigenvalues do not necessarily belong to the unit circle in the complex plane. This also implies that the norm of the vector \( |t\rangle \) is not preserved, which is the case of a dissipative dynamics.

It is often convenient (although, not necessary) to assume that all the eigenvalues \( \omega_k \equiv v_k - i\gamma_k \) of \( \hat{\Omega} \) have negative imaginary parts, \( \gamma_k > 0 \), i.e. all the eigenvalues of \( \hat{U}(t) \) are inside the unit circle. In this case the time autocorrelation function

$$c(t) = \langle 0|t\rangle \quad (35)$$

will strictly decay in time. This is easy to see if we insert Eq. (34) into Eq. (35) and then use the spectral representation of \( \hat{U}(t) \), Eq. (28),

$$c(t) = \langle 0|\hat{U}(t)|0\rangle = \sum_k \langle 0|\omega_k\rangle\langle \omega_k| e^{-i\omega_k t} = \sum_k d_k e^{-i\omega_k t} e^{-t\gamma_k}, \quad (36)$$

with the amplitudes

$$d_k = \langle 0|\omega_k|^2, \quad (37)$$

defining the projections of the initial state \( |0\rangle \) on the eigenvectors \( |\omega_k\rangle \). The real number \( \gamma_k \) is naturally called the width or inverse lifetime of the \( k \)-th resonance state.

The set of parameters \( \{\omega_k, d_k\} \) corresponds to spectral representation of our quantum dynamical system with the initial state \( |0\rangle \). The spectral parameters completely define the time correlation function \( c(t) \) due to the relation, Eq. (36).

Another characteristics of our dynamical system defined by \( |0\rangle \) and \( \hat{\Omega} \) corresponds to the integral or discrete FT spectra (note that the infinite time FT exists only if \( c(t) \) does not have exponentially increasing components, while the spectral parameters can be defined without this condition). The two representations are related because using Eq. (36) the Fourier integral (or sum) can be evaluated analytically.

It is useful to express the Fourier spectra \( I(s) \) and \( I^r(s) \) in terms of the matrix elements of the corresponding resolvent operators:

$$I(s) = \langle 0|\hat{G}(s)|0\rangle, \quad (38)$$

$$I^r(s) = \langle 0|\hat{G}^r(s)|0\rangle, \quad (39)$$

which follows from Eqs. (13), (29), and Eqs. (14), (30), respectively. Furthermore, for the absorption mode spectra we have

$$A(s) = \langle 0|\hat{\delta}(s)|0\rangle, \quad (40)$$

$$A^r(s) = \langle 0|\hat{\delta}^r(s)|0\rangle. \quad (41)$$

Note, that the use of \( \hat{G}^r(s) \) and \( \hat{\delta}^r(s) \), rather than
\( \hat{G}(s) \) and \( \hat{\delta}(s) \), may be computationally advantageous in the discrete time framework as will be seen below.

Quite amazingly, the time correlation function \( c(t) \), Eq. (36), exactly satisfies the form of Eq. (11) so if the \( |0\rangle \) and \( \hat{\Omega} \) (or \( \hat{U} \)) are known explicitly, one could convert the HIP to the problem of diagonalizing \( \hat{\Omega} \) (or \( \hat{U} \)). If we were very naive, we would try to diagonalize it by choosing some basis set, say, \( \{|\Psi_j\rangle\}, j = 1, \ldots, K \), evaluating the matrix elements \( [\Omega]_{ij} = (\langle \Psi_j | \hat{\Omega} | \Psi_i \rangle) \) in this basis, and then diagonalizing the \( K \times K \) matrix \( \Omega \) in the hope that for large enough \( K \) we could converge all the relevant eigenvalues \( \omega_k \) and eigenvectors \( |\omega_k\rangle \). Apparently, this naive idea can be realized by choosing quite a special set of basis vectors which allows one to evaluate the required matrix elements only in terms of the available data, i.e. \( c_n \). This is shown in the next section.

4. HIP can be solved by pure linear algebra

With the quantum mechanical ansatz (assumption) of the previous section derivation of an eigenvalue problem for the frequencies \( \omega_k \) and amplitudes \( d_k \) that are unknown in HIP, Eq. (11), becomes very simple. We only need to choose a suitable basis set.

Apparently, instead of the eigenvalue problem for the Hamiltonian \( \hat{\Omega} \) [1], it is more convenient to consider the equation (2).

\[
\hat{U}|\omega_k\rangle = u_k|\omega_k\rangle
\]  

for the evolution operator \( \hat{U} = e^{-i\tau \hat{H}} \) which has eigenvalues \( \omega_k = e^{-i\omega_0} \) with the same eigenvectors \( |\omega_k\rangle \). For a sufficiently small \( \tau \) knowing \( u_k \) is equivalent to knowing \( \omega_k \). In the following we will try to diagonalize \( \hat{U} \). To avoid unnecessary complications we assume that the eigenvalues \( u_k \) are nondegenerate.

The initial state \( |0\rangle \) belongs to our linear vector space \( \mathcal{A} \). According to Eq. (37) \( |0\rangle \) has non-zero projections on all the eigenvectors \( |\omega_j\rangle \) with weights \( d_k \). An application of \( \hat{U} \) to \( |0\rangle \) will result in another vector, \( |1\rangle = \hat{U}|0\rangle \), from \( \mathcal{A} \), that is some other linear combination of the eigenvectors \( |\omega_j\rangle \). This way we can generate a subspace of vectors from \( \mathcal{A} \),

\[
|n\rangle = \hat{U}^n|0\rangle, \quad n = 0, \ldots, M - 1.
\]  

We can regard the index \( n \) as discrete time. Accordingly, we can consider the discrete time correlation function,

\[
c_n = \langle 0 | n \rangle = \langle 0 | \hat{U}^n | 0 \rangle.
\]  

Each vector \( |n\rangle \) is some linear combination of the eigenvectors \( |\omega_j\rangle \) of \( \hat{U} \). Such a subspace is called a Krylov subspace in the theory of linear operators. If \( M \) is less than the rank, say \( K \), of \( \hat{U} \), these vectors will generally be linearly independent (note again that \( K \) does not have to be fixed or even finite; neither do we have to use \( K \) as a superscript in the summation of Eq. (11)). Thus, we can regard the set \( \{|n\rangle\} \) as a basis set. Now consider a particular eigenvector \( |\omega_j\rangle \). Assume that for sufficiently large \( M \) the following expansion holds,

\[
|\omega_k\rangle = \sum_{n=0}^{M-1} [B_n]|n\rangle,
\]  

where \( B_n \) is a column vector with coefficients \( [B_n]_j \). Inserting Eq. (45) into Eq. (42) and multiplying both sides by \( (n'|) \) from the left we obtain the generalized eigenvalue problem for the eigenvalues \( u_k \) and the eigenvectors \( B_k \),

\[
\sum_{n=0}^{M-1} \{U_1|n\rangle\langle n'|B_k|n\rangle = u_k \sum_{n=0}^{M-1} \{U_0|n\rangle\langle n'|B_k|n\rangle,
\]  

where we introduced the convenient notation

\[
[U_p]_{n',n} = \langle n'|\hat{U}^p|n\rangle
\]  

for the \( M \times M \) matrix representation of the operator \( \hat{U}^p \) in the Krylov basis. With this notation \( U_0 \) is the overlap matrix, which is different from the unit matrix as the Krylov vectors are not orthonormal.

Eq. (46) can also be written in a matrix form,

\[
U_1B_k = u_kU_0B_k.
\]  

Quite importantly, the matrix elements of \( U_p \) can be expressed only in terms of the discrete time correlation function, Eq. (44), as

\[
[U_p]_{n',n} = \langle 0 | \hat{U}^{n+n'+p} | 0 \rangle = c_{n+n'+p},
\]  

where we utilized the complex symmetric property of \( \hat{U} \), like in Eq. (22), and then recognized Eq. (44). The matrix \( U_p \) can be viewed as a \( p \)-dependent linear functional of the signal \( c_n \) with total length \( 2M - 1 \) shifted by \( p \). As such evaluation of Eq. (49) requires the knowledge of \( c_n \) for \( n = p, p+1, \ldots, p+2M-2 \).
Once the frequencies $\omega_k$ are known from the solution of Eq. (48), one can solve for the amplitudes $d_k$ by solving the linear least-squares equation, Eq. (11), with respect to $d_k$, as commonly done in other linear algebraic approaches. However, $d_k$ can also be computed directly using the eigenvectors $B_k$. Note first, that because of Eqs. (24) and (45) the eigenvalues $B_k$ computed directly using the eigenvectors $B_k$ [1]. Note first, that because of Eqs. (24) and (45) the eigenvectors $B_k$ are subject to orthonormalization with respect to the overlap matrix:

$$B_k^T U_0 B_k = \delta_{kk}. \quad (50)$$

Practically, any two eigenvectors, that are solutions of Eq. (48) with different eigenvalues, have to be automatically orthogonal, so only the normalization part of Eq. (50) for each eigenvector has to be implemented. Finally, because of Eqs. (37) and (45), the properly orthonormalized eigenvectors can be used to compute the amplitudes,

$$\sqrt{d_k} = B_k^T C, \quad (51)$$

where $C = (c_0, \ldots, c_{M-1})^T$ is a known $1 \times M$ column vector.

To appreciate the result which we just derived, note that we only assumed $c_n$ to satisfy Eq. (11) with the frequencies $\omega_k$ and amplitudes $d_k$ related to the eigenvalues and eigenvectors of $U$. The latter is not known, but it is not needed either, as the information, only in terms of the sequence $c_n$ with $n = 0, \ldots, N-1 = 2M-1$, is sufficient to construct the $U_1$ and $U_0$ matrices of size $M \times M$ to be used in Eq. (48) to solve for $u_0$ and $B_k$. Eqs. (48)–(51) constitute a remarkably simple method of solving the HIP, i.e. parametric classification of a time signal $c_n$. There was no name given to this particular method of parameter estimation in Ref. [2]. Here to distinguish it from FDM we call it Krylov Basis Diagonalization Method (KBDM).

By deriving the above equations we also proved that a finite signal of size $N = 2M$ can be fitted uniquely by the form of Eq. (11) using $M = N/2$ complex sinusoids, i.e. the $N$ unknowns can be obtained uniquely from $N$ equations. Of course, this observation does not imply that the results are signal size independent. The latter will only be true if a signal has exactly the form of Eq. (11) with some fixed and finite number of terms $K$, in which case for $N \geq 2K$, i.e. $M \geq K$, the rank of both matrices, $U_1$ and $U_0$ will be $K$. That is, for $M > K$ they will be singular with exactly $M-K$ zero eigenvalues. The non-degenerate subspace (the “range space”) of rank $K$ will uniquely define the $K$ frequencies $\omega_k$ and $K$ amplitudes $d_k$.

It must be noted that noiseless signals hardly occur in real life (they can only occur in theory [2]). The singularity of the data matrix is removed by a general small perturbation of the signal. Noise always plays the role of such a perturbation, in which case, roughly speaking, $M-K$ pairs of $(\omega_k, d_k)$ with small $d_k$ describe the noise. Obviously, noisier data requires longer signals to achieve the same resolution. However, one should be very careful when interpreting a line list of a noisy signal as it is often impossible to separate the genuine poles from the noise poles due to their interference.

4.1. Example: $K = 2$

The simplest non-trivial example of a HIP corresponds to having two sinusoids, i.e. consider the signal

$$c_n = d e^{-i\pi(\omega - \Delta\omega)} + d' e^{-i\pi(\omega + \Delta\omega)}, \quad (52)$$

$$n = 0, 1, \ldots, N - 1 = 2M - 1$$

Now we want to set up and solve the KBDM equations to invert $c_n$ using $M = 1$ and $M = 2$.

$M = 1$

Although we know that with just one basis function one cannot possibly get two eigenvalues, we consider this case as it reveals some interesting properties of the harmonic inversion solutions.

$M = 1$ corresponds to the total signal length $N = 2$. Eq. (48) for this case boils down to the $1 \times 1$ generalized eigenvalue problem,

$$c_1 B_1 = u_1 c_0 B_1.$$  

There is only one eigenvalue

$$u_1 \equiv e^{-i\pi\omega} = \frac{c_1}{c_0} = e^{-i\pi\omega} \frac{d e^{-i\Delta\omega} + d' e^{i\Delta\omega}}{d + d'}. \quad (53)$$

The eigenvector, which is just a number, after the normalization $B_1 c_0 B_1 = 1$ (see Eq. (50)) is given by $B_1 = 1/\sqrt{c_0}$.

Therefore, the solution for the amplitude (see Eq. (51))
is
\[ d_1 = B_1 c_0 = d + d'. \]  

That is, a single-sinusoid-fit of a sum of two complex sinusoids has an amplitude equal to the sum of the two amplitudes and oscillates with a frequency which is some weighted average of the two underlying frequencies. Eq. (53) implies that even if both genuine frequencies \( \omega \pm \Delta \omega \) were purely real, the solution given by \( \omega_1 \) will be complex, i.e. will have some width of order of \( \Delta \omega \). In other words, the spectrum given by this single Lorentzian line will be of a low resolution type. This simple example demonstrates that even if the problem is under-determined \( (M < K) \), the method does not collapse. Also note, that in the \( \Delta \omega \to 0 \) limit, i.e. the single sinusoid case, Eqs. (53) and (54) recover the exact result as they should.

\[ M = 2 \]

The case of two Krylov basis functions requires the use of \( N = 4 \) signal points and needs the solution of the following 2 \( \times \) 2 generalized eigenvalue problem,
\[
\begin{pmatrix}
c_1 & c_2 \\
c_2 & c_3
\end{pmatrix}
\begin{pmatrix}
[B_k]_1 \\
[B_k]_2
\end{pmatrix}
= u_k
\begin{pmatrix}
c_0 & c_1 \\
c_1 & c_2
\end{pmatrix}
\begin{pmatrix}
[B_k]_1 \\
[B_k]_2
\end{pmatrix}
\tag{55}
\]

The eigenvalues can be found from the roots of the corresponding secular equation,
\[
det \begin{pmatrix} c_1 - u_k c_0 & c_2 - u_k c_1 \\
                 c_2 - u_k c_1 & c_3 - u_k c_2 \end{pmatrix} = 0.
\]

After substituting the assumed form for the \( c_n \) terms, Eq. (52), one can check that the two roots are \( u_1 = e^{-i \pi (\omega + \Delta \omega)} \) and \( u_2 = e^{-i \pi (\omega - \Delta \omega)} \). Solving then Eq. (55) for the eigenvectors, normalizing them according to Eq. (50),
\[
\begin{pmatrix}
[B_k]_1 \\
[B_k]_2
\end{pmatrix}
\begin{pmatrix}
c_1 & c_2 \\
c_2 & c_3
\end{pmatrix}
\begin{pmatrix}
[B_k]_1 \\
[B_k]_2
\end{pmatrix}
= 1,
\]

and using Eq. (51),
\[
\sqrt{d_k} = \begin{pmatrix}
[B_k]_1 \\
[B_k]_2
\end{pmatrix}
\begin{pmatrix}
c_0 \\
0
\end{pmatrix},
\]

then recovers the two amplitudes, \( d_1 = d \) and \( d_2 = d' \).

Thus for a noiseless signal made of two complex sinusoids the spectral parameters can be calculated to essentially machine accuracy using just four signal points, regardless of how close the two frequencies are to each other. This is quite different from the conventional FT spectral analysis which will require a very fine frequency grid (with a spacing less than \( \Delta \omega \)) and therefore many time-domain points to resolve two very close lines, no matter how high the SNR is. That is, the FT cannot take the full advantage of the high SNR, while in a parametric fit of the signal the sensitivity is naturally converted into high resolution.

It might be useful to check that for \( M > K \) (here \( K = 2 \)) the \( U_1 \) and \( U_0 \) matrices will indeed be singular with \( M - K \) zero eigenvalues. Such a case requires a special algorithm (e.g. the QZ-algorithm [45]) which takes care of the singularities, yet, it can be checked that for, e.g. \( M = 3 \) the corresponding \( 3 \times 3 \) generalized eigenvalue problem will have the same \( K = 2 \) correct eigenvalues, and their two eigenvectors will result in the correct amplitudes.

5. RRT: the regularized resolvent transform for direct spectral estimation

The amplitudes \( d_n \) together with frequencies \( \omega_n \) can be used for spectral estimation according to either Eq. (13) or Eq. (14). Alternatively, due to the resolvent formula, Eq. (39), the infinite time DFT spectrum can be estimated directly (i.e. avoiding the solution of the generalized eigenvalue problem) using the Resolvent Transform formula [14]
\[
I'(s) = C^T R(s)^{-1} C - \frac{i \pi c_0}{2}, \tag{56}
\]

where we have defined another data matrix in the form of a matrix pencil:
\[
\begin{pmatrix}
U_0 - e^{i \pi} U_t \\
i \tau
\end{pmatrix}
\]

(57)

(Note, that in place of \( R(s) \) we will often use \( R \) to simplify the notation.)

Rather surprisingly, Eq. (56) is a working expression. In the case when Eq. (11) is exactly satisfied, it yields the exact infinite time DFT spectrum, if we choose \( M = K \), even though only a finite part of the signal \( c_n \) of size \( N = 2M \) is used and the spectral parameters \( \omega_n \) and \( d_n \) are not computed. The result is also exact if \( M > K \), although in this case both \( M \times \)
$M\ U$-matrices are singular requiring the use of a pseudo-inverse of $R$. In practice, the measured data contains some noise, so the matrices are not exactly singular, although they could still be very ill conditioned, so some kind of regularization will often be required.

When calculating $I'(s)$ it might be a good idea to solve the generalized eigenvalue problem (48) to be able to generate the results for all values of $s$ with no extra cost. However, it is not necessary if a fast linear system (i.e. $R(s)X(s) = C$) solver is available (for instance, if it can take advantage of the special form of the $s$ dependence of the resolvent in Eq. (56)) or, more importantly, if it allows one to implement an efficient regularization scheme, which happens to be the case here. (Note that a both robust and computationally efficient regularization of FDM that can be applied to a generic multi-dimensional signal is still an open problem.)

In what follows we present a brief discussion of regularization for the present context. Much more elaborate discussion on regularization of ill-conditioned linear systems can be found in the tutorial by Neumaier [46].

In order to regularize Eq. (56) one can replace the true inverse $R^{-1}$ by a pseudo-inverse $R_q^{-1}$ with some regularization parameter $q$, arriving at the Regularized Resolvent Transform (RRT),

$$I'(s) = C^T R_q^{-1} C - \frac{i\pi \gamma_0}{2}. \quad (58)$$

Now one has several options.

5.1. Regularization by singular value decomposition

SVD of the square $K_{\text{win}} \times K_{\text{win}}$ matrix $R$ is defined as

$$R = W \Lambda V^\dagger \quad (59)$$

with unitary $K_{\text{win}} \times K_{\text{win}}$ matrices $W$ and $V$ and real diagonal matrix $\Lambda = \text{diag}(\lambda_i)$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{K_{\text{win}}} \geq 0$. Now the problem of regularizing $R^{-1}$ is reduced to regularization of $\Lambda^{-1}$, so that we can write

$$R_q^{-1} = V \Lambda_q^{-1} W^\dagger \quad (60)$$

with $\lambda_q^{-1}$ defining a pseudo-inverse of $\Lambda$.

The simplest regularization procedure corresponds to the use of the truncated SVD:

$$[\Lambda_q^{-1}]_{ij} = \begin{cases} 1/\lambda_i, & \lambda_i > q, \\ 0, & \lambda_i < q. \end{cases} \quad (61)$$

Truncated SVD is a very good option in cases when there is a clear threshold $q$ between the subset of nearly singular values $\lambda_i \ll q$ (“the null space”) and the other values $\lambda_i \gg q$ (“the range space”). Unfortunately, for realistic signals this is often not the case and there is no general prescription on how to choose $q$. The results could abruptly depend on $q$, so the use of this technique is often associated with frustration and subjectiveness. A much better regularization would be, for example,

$$[\Lambda_q^{-1}]_{ii} = \frac{\lambda_i}{\lambda_i^2 + q^2}, \quad (62)$$

in which the “singular” contributions are not removed abruptly.

Although Eq. (62) is a smooth regularization, the main problem associated with it is still the lack of a general prescription on how to choose $q$. Thus the cheapest and easiest way to both choose optimal $q$ and construct the best solution is to generate the spectra with several values of $q$. Even though SVD is, generally, quite expensive, the benefit of using it is that the results with different $q$ could be generated at no extra cost.

5.2. Tikhonov regularization

Much less numerically expensive, than SVD, is the Tikhonov regularization [41,42] in which a pseudo-inverse is obtained according to

$$R_q^{-1} = (R^\dagger R + q^2)^{-1} R^\dagger, \quad (63)$$

where, again, $q$ plays the role of a regularization parameter. With such a regularization the singularity in the denominator is removed as $(R^\dagger R + q^2)$ is a Hermitian and positive definite matrix.

Eq. (58) can now be evaluated by solving the regularized Hermitian least-squares problem,

$$(R^\dagger R + q^2)X(s) = R^\dagger C, \quad (64)$$

and then using

$$I'(s) = C^T X(s) - \frac{i\pi \gamma_0}{2}. \quad (65)$$
Although the Tikhonov regularization is much faster than an SVD-based regularization, the fact that there is no saving if it is implemented for different values of \( q \), makes it less attractive.

### 5.3. The status of RRT

The spectral estimation given by Eqs. (58), (60) and (62) (or Eqs. (64) and (65)) has a status of a “transform” (like DFT), while a “method”, e.g. the Filter Diagonalization Method, would refer to a procedure that would generally be less obvious to use. More precisely, Eq. (58) corresponds to a direct nonlinear transformation of the time signal to the frequency domain. Unlike most other nonlinear spectral estimators, RRT is very stable with the regularization parameter \( q \) controlling both the stability and resolution, whether used in Eq. (62) or (63): a bigger \( q \) suppresses the spectral artifacts, decreases the resolution, and therefore leads to a more uniform spectral estimate. These effects occur more smoothly as a function of \( q \) than in the truncated SVD approach.

Since RRT approximates the infinite-time DFT, the latter can be replaced by the former. Just like DFT, the RRT, while being amazingly stable and easy to use, has some drawbacks: (i) it is a spectral estimator and as such does not automatically provide one with a line list; (ii) generally, one has difficulties in constructing absorption mode spectra in multi-dimensional spectral estimation (see below) when a single purely phase modulated data is processed, while in FDM various types of spectra are easily constructed using the computed spectral parameters.

### 6. Fourier basis for local spectral analysis

Being very simple both KBDM and RRT implemented with Krylov basis of size \( M = N/2 \) have at least one very serious problem, namely, they scale cubically with respect to the size \( N \) of the signal. This means that they cannot be applied, on a regular basis, to signals of size more than, say, a few thousand data points. Fortunately, the problem is not so severe as it seems because there are ways to avoid the global fit of a huge signal by breaking the spectral analysis problem into small windows. In FDM this is done by implementing a Fourier filter [1] to the basis functions. Note that the \( U \)-matrices have a very special Hankel structure. There exists a unitary transformation corresponding to certain Fourier basis [2] that can be implemented efficiently. The resulting matrices have much better structure and can be diagonalized in a block fashion.

To be absolutely fair, the idea of making the high-resolution spectral analysis local, called beamspace in the engineering literature, has been known for a long time (see, for example, Ref. [47]) and has been widely exploited in various contexts. However, to the best of our knowledge, the developed beam space methods are hardly known in the NMR community and are not designed for the specific problems of NMR data processing, although note that a variant of the beam space idea has been implemented in conjunction with LP [48]. The latter method, called LP-ZOOM, has not been used much in the NMR data processing, so there is not enough information to evaluate its performance.

FDM is certainly one of possibly many ways to tackle the problem, but is well tested, robust, computationally efficient and generalizable to the multidimensional case.

To this end, our goal here is, for a given small spectral window, to construct a small set of basis functions that form a locally complete basis. In other words, for an eigenvalue \( \omega_k \) of \( \hat{\Omega} \) inside the specified window, we want the corresponding eigenfunction \( |\psi_j\rangle \) to be a linear combination of only a few basis functions. As such consider the discrete Fourier transformation of the Krylov basis,

\[
|\psi_j\rangle = \sum_{n=0}^{M-1} e^{i\pi r_j n} |n\rangle \equiv \sum_{n=0}^{M-1} e^{i\pi (\varphi_j - \hat{\Omega}) / 2} |n\rangle.
\]  

(66)

To remove the ambiguity in the choice of the \( \varphi_j \) values we can consider an equidistant grid,

\[
\varphi_j = \frac{2j\pi}{M\tau}, \quad j = 1, \ldots, M.
\]  

(67)

For this choice the transformation from the Krylov basis \( \{|n\rangle\}, \; n = 0, \ldots, M-1, \) to the Fourier basis \( \{|\varphi_j\rangle\}, \; j = 1, \ldots, M, \) is unitary. More importantly, each basis function \( |\varphi_j\rangle \) is localized in the frequency domain, i.e. it is a linear combination of only those eigenfunctions \( |\omega_k\rangle \) of \( \hat{\Omega} \) for which \( \omega_k \sim \varphi_j \). This can be checked by evaluating the sum in Eq. (66) analytically and using the spectral representation of
\[ \hat{\Omega} : \]

\[ |\varphi_j\rangle = \frac{1 - e^{i\pi(M\varphi_j - \hat{\Omega})}}{1 - e^{i\pi\varphi_j - \hat{\Omega}}} |0\rangle \]

\[ \sim \sum_{\omega_k \sim \varphi_j} \frac{1 - e^{iM\pi(\varphi_j - \omega_k)}}{1 - e^{i\pi\varphi_j - \omega_k}} (\omega_k |0\rangle |\omega_k\rangle), \]

and noticing that only a few terms with \( \omega_k \sim \varphi_j \) are significantly contributing to \( |\varphi_j\rangle \). This also implies that we can consider a small subset of, say, \( K_{\text{win}} \ll M \) values \( \varphi_j \) in the frequency region \([\omega_{\text{min}}, \omega_{\text{max}}]\) so that

\[ |\omega_k\rangle = \sum_{\varphi_j \sim \omega_k} [\hat{B}_k]|\varphi_j\rangle, \]

(68)

where here and throughout the rest of the article the tilde identifies the use of the Fourier basis. Now \( \hat{\Omega} \) can be diagonalized in the Fourier subspace corresponding to some pre-specified frequency window to yield the eigenvalues and eigenvectors from this window. (Alternatively, the RRT spectrum can be evaluated directly using the resolvent \( \hat{G}(\tau) \) represented in the same small Fourier basis.) By choosing another window one can obtain another subset of converged eigenvalues and eigenvectors, and so on. Note that the extraction of the eigenfrequencies \( \omega_k \) to a high precision only requires that the local completeness condition,

\[ \rho(\varphi_j) = \frac{N\pi}{4\pi} \geq \rho(\omega_k), \]

(69)

be satisfied for the density of the grid points \( \varphi_j \), defined by the information density in the frequency domain contained in the data of size \( N \), and the density of the complex poles \( \omega_k \). In other words, the signal length \( N \) should be sufficient to justify the use of \( K_{\text{win}} \) basis vectors \( |\varphi_j\rangle \) in the interval \([\omega_{\text{min}}, \omega_{\text{max}}]\) that dominates the number of the eigenvalues \( \omega_k \) in this interval. The local spectral analysis not only avoids problems of estimating the total rank \( K \) of the signal subspace, but, to certain extent, is also insensitive to the spectral properties outside \([\omega_{\text{min}}, \omega_{\text{max}}]\).

The use of a narrow-band basis is the essence of the original Neuhauser’s filter diagonalization for extracting the spectra of large Hamiltonian matrices [17], although the form of Eq. (66), as introduced in Ref. [2], is both simple and numerically more efficient than the Fourier basis of Ref. [1].

To proceed further let us define the matrix elements of \( \hat{U}_p \) in the Fourier basis

\[ [\hat{U}_p]_{ij} = (\varphi_i |\hat{U}_p| \varphi_j). \]

(70)

Since the vectors \( |\varphi_j\rangle \) defined by Eq. (66) are linear combinations of the primitive Krylov vectors \( |p\rangle \), the matrix \( \hat{U}_p \) is a functional of only the \( \{\varphi_j\} \) sequence and does not depend explicitly on either of the auxiliary objects \( \hat{U} \), \( |\omega_k\rangle \) or \( |0\rangle \). Inserting Eq. (66) into Eq. (70) for the matrix elements of \( \hat{U}_p \) and using the result of Eq. (49) we have

\[ [\hat{U}_p]_{ij} = \hat{S} \sum_{\sigma=0,1} \frac{e^{i\sigma\pi\varphi_i - \varphi_j} + \pi}{1 - e^{i\pi\varphi_i - \varphi_j}} \times \sum_{n=0}^{(\sigma+1)M-1} e^{i\pi\varphi_j} C_{n+p}, \]

(72)

where \( \hat{S} \) defines a symmetrization operator over the indices \( j \) and \( j' \).

\[ \hat{S}_g_{jj'} = g_{jj'} + g_{j'j}. \]

(73)

Eq. (72) is, in principle, correct for all choices of \( \varphi_j \) and \( \varphi_j' \) except for the singularity arising at \( \varphi_j = \varphi_j' \). To obtain a numerically practical expression for this singular case we evaluate the \( \varphi_j \to \varphi_j' \) limit leading to

\[ [\hat{U}_p]_{ij} = \sum_{n=0}^{2M-2} e^{i\pi\varphi_j} (M - |M - n - 1|) C_{n+p}. \]

(74)

Notably and quite importantly, the resulting matrices \( \hat{U}_p \) have a sinc-like structure with, as anticipated, generally large diagonal and decaying off-diagonal terms. The latter become much smaller than the former once \( M\pi|\varphi_j - \varphi_j'| > 2\pi \). It is this structure which justifies the possibility of either performing the eigenvalue calculation or the direct spectral estimation by RRT in a small \( K_{\text{win}} \times K_{\text{win}} \) block fashion for possibly large \( M \). Fig. 1 shows the “z-plane” of the
evolution operator with its eigenvalues that are assumed to be inside the unit circle. A small frequency window to be used in the FDM calculation is also shown with the region around it where one could expect to obtain the converged eigenvalues.

Using Eqs. (51) and (66) the amplitudes $d_k$ can be easily computed using

$$\sqrt{d_k} = B_k^T \tilde{C},$$

where the coefficients of the $1 \times K_{win}$ column vector $\tilde{C}$ are computed using FT of the original $1 \times M$ signal array $C$:

$$[\tilde{C}]_j = \sum_{n=0}^{M-1} e^{i\omega n c_n}, \quad j = 1, \ldots, K_{win}.$$ (76)

7. Spectral estimation using the FDM line list

7.1. Multi-window implementation of FDM

In a single run FDM can obtain results only for a particular small window, in which the most accurate are generally the narrow poles and the ones close to the center of the window. As first noted in Ref. [1] in order to describe the overall spectrum one has to implement multiple overlapping windows and throw away the results at the edges of the windows.

In Fig. 2 we show an example of spectral construction by combining the results from several overlapping windows with 50% overlap. For each single window $[\omega_{\min}^{(r)}, \omega_{\max}^{(r)}]$ labeled by index $r$ all the frequencies $\omega_k^{(r)}$ and amplitudes $d_k^{(r)}$ are retained and used to construct the spectrum $I^{(r)}(s)$ only inside this window by either Eq. (13) or Eq. (14). The overall spectrum is then constructed by

$$I(s) = \sum_r g^{(r)}(s)I^{(r)}(s),$$

where $g^{(r)}(s)$ is an appropriate weighting function which is non-zero only inside the $r$th window $[\omega_{\min}^{(r)}, \omega_{\max}^{(r)}]$. From our numerical tests we found that any reasonable choice satisfying $\sum_r g^{(r)}(s) = 1$ works well. For example, one can implement

$$g^{(r)}(s) = \frac{1}{2} \left[ 1 - \cos \left( 2\pi \frac{s - \omega_{\min}^{(r)}}{\omega_{\max}^{(r)} - \omega_{\min}^{(r)}} \right) \right],$$

also used in Fig. 2.

Note that in RRT implemented with a Fourier basis [14] the spectra computed for different windows are combined in a similar fashion.
7.2. To flip or not to flip? I(s) or I*(s)?

The narrow band Fourier basis makes FDM a very powerful tool for high-resolution spectral analysis of the time domain data well described by the form of Eq. (11). However, one could wonder if the method is sufficiently stable and robust even when the latter is not the case. To answer this question we can consider the quite simple example of an NMR signal that has a relatively large background spectrum and is relatively noisy (see Fig. 3). As seen in the second trace the FDM ersatz spectrum obtained by Eq. (13) does not reproduce correctly the converged FT spectrum. The reason is that the parameters of very broad poles responsible for the global shape of the noisy baseline cannot be accurately computed when a narrow band Fourier basis is used. The latter works well only for narrow peaks localized in the window, while the non-localized broad spectral features in the presence of noise are not “seen” by the narrow band Fourier basis. Very surprisingly, the same set of $\omega_k$ and $d_k$ used with Eq. (14) (the third trace of Fig. 3) reproduces the correct baseline of the DFT spectrum!

Any experienced parameter estimator knows about the subtlety hidden in HIP, Eq. (11), when dealing with non-ideal signals. This subtlety is associated with the possibility to have in the line list a pole $\omega_k = \nu_k - i \gamma_k$ with both positive and negative “widths” $\gamma_k$ and big amplitudes $d_k$. With the slightly wrong formula (Eq. (13) rather than Eq. (14)) the negative contributions are not correctly canceled by the positive ones leading to the baseline distortions. Such interference effects are minimized in the multi-scale FDM which removes the spurious entries and, in particular, Eq. (13) does not fail.

1. Do nothing.
2. Flip the unphysical negative $\gamma_k$ to make it positive and pretend that nothing has happened.
3. Throw away the unphysical entry with negative $\gamma_k$ and pretend that nothing has happened.

The first possibility is usually rejected as “obviously wrong” and the choice is made between (2) and (3).

An argument for choice (2) is that if $\gamma_k < 0$ is small, and caused by numerical errors in calculating the width of a very narrow line, the corresponding peak in the absorption spectrum will have the wrong sign. Flipping $\gamma_k$ then makes the appearance of this peak correct.

An argument for choice (3) is that the entry with
negative and large $\gamma_k$ is spurious and has to be eliminated as there seems to be no reason to keep it.

Once FDM is concerned, we have to take into account the following considerations. When the $d_k$ are computed by solving a least squares problem using Eq. (11) with pre-computed set of the $v_k$ (as, to the best of our knowledge, is the case for most parameter estimators, but not FDM), an $\omega_k$ with negative $\gamma_k$ can blow up all the amplitudes. Numerical instability is not an issue only if $\gamma_k < 0$ has a small magnitude. Thus, generally, one retains the $\omega_k$ with small $\gamma_k$ flipping the negative $\gamma_k$ values, while the $\omega_k$ with large and negative $\gamma_k$ values are rejected. The amplitudes $d_k$ together with the frequencies $\omega_k$ can then, in principle, be used in Eq. (13) to construct $I(s)$. Unfortunately, the resulting spectrum is often unstable and sensitive to various adjusting parameters. Throwing away a pole $\omega_k$, even if it is not narrow, may lead to a missing peak in the spectrum, while keeping a too broad pole may lead to numerical instabilities. As a consequence, for instance, in most applications of LP, the computed spectral parameters are only used to extrapolate the truncated time signal to somewhat longer times and process it with the conventional DFT.

In FDM the situation is quite different as the amplitudes $d_k$ are computed simultaneously with the frequencies $\omega_k$ using, respectively, the eigenvectors and eigenvalues of the generalized eigenvalue problem. Therefore, in FDM $\gamma_k < 0$ does not necessarily lead to any numerical instability in the calculation of the $d_k$. In our early applications of FDM [2,7] we always used Eq. (13) to construct the spectrum $I(s)$. As discussed above a narrow peak with negative $\gamma_k$ will appear upside-down in the absorption spectrum, which is easily fixed by flipping the sign of $\gamma_k$. However, because of the local nature of the Fourier basis, which is manifestly incomplete, some computed pairs $(\omega_k, d_k)$ may have large and negative $\gamma_k$ with large $d_k$ values. Those entries would often result in a noticeable baseline distortion when used with Eq. (13) as shown in Fig. 3. Neither throwing away such a "spurious" entry nor flipping the $\gamma_k$ would fix the baseline. In the spirit of the LP applications it is possible to correct the FDM imperfections in the construction of $I(s)$ by using hybrid methods [1,11] in which, for instance, narrow poles produced by FDM are retained, while the residual time signal, $\tilde{c}_n = c_n - \sum_k d_k e^{-i\omega_k t}$, that contains only rapidly decaying components, is processed by DFT. This, however, does not allow one to obtain a consistent line list. Furthermore, the hybrid methods are not easy to generalize to the multidimensional case where the spectral construction appears to be a very
difficult problem. A much more consistent approach is to use a global basis [11] that, in addition to the narrow band Fourier basis describing a narrow frequency domain in high resolution, contains a broad band “coarse” basis vectors covering much broader spectral region (see Fig. 4). Such a multi-scale basis still has a small overall size while being able to produce a line list \{\omega_k, d_k\} with no spurious entries of the type described above. Such a line list when used in Eq. (13) leads to a stable result.

The unexpected finding shown in the third trace of Fig. 3, that Eq. (14) with the line list \{\omega_k, d_k\} containing some “spurious” entries leads to the correct spectrum with undistorted baseline, can be explained by the fact that it is the \(I'(s)\), not \(I(s)\), which is invariant to the basis set representation. Due to the existence of very delicate interferences and cancellations of the contributions with large values of both \(d_k\) and \(\gamma_k\) in Eq. (14) the instabilities do not occur if one keeps all the entries produced by FDM when using Eq. (14). This also explains the stability of the RRT which relies on the same infinite-time DFT based expression. Clearly, if Eq. (14) gives the correct baseline in the presence of such poles, Eq. (13) must fail as the two expressions are quite different for large \(\gamma_k\). Consequently, when possible

- The spectral estimation should be done using the discrete-time expression, Eq. (14).
- All the poles with significant amplitudes \(d_k\) must be retained in the sum.
- Only narrow poles with \(\gamma_k < 0\) should be flipped: \(\gamma_k \rightarrow -\gamma_k\).

Even though the spectrum is correct, the corresponding broad poles with negative \(\gamma_k\) and large \(d_k\) do not correctly describe the time domain data. Therefore, for obtaining a line list consistent with the decaying time signal and with minimized cancellation effects the use of multi-scale FDM is advantageous.

7.3. Multi-scale Fourier basis

Our goal here is for a given small spectral window to construct a sufficiently small basis, which is not only locally complete for the narrow poles inside the window, but also adequately describes the non-localized spectral features. Roughly speaking, the basis should allow us to look at the whole spectrum in a low resolution and, simultaneously, zoom into the chosen small spectral region. A narrow band Fourier basis does not satisfy this criterion. However, one can extend the local basis set to a non-local one by adding appropriate coarse basis functions with wide bandwidth that are capable of describing the overall spectrum at low resolution [11].

There are several ways to introduce a coarse basis. The most straightforward is to use the Krylov vectors \(|n\) up to \(n = M_c\) that are added to the narrow band Fourier basis vectors for each single window calculation. Clearly, this method would be applicable only if \(M_c\) does not have to be bigger than, say, \(10^2\). That is, the Krylov type coarse basis is generally applicable to relatively small data sets with relatively simple spectra.

A more consistent strategy is to implement a multi-scale Fourier basis by considering a non-uniform distribution of the \(\varphi_j\) and allowing the \(M\) in Eq. (66) to be a function of \(j\), essentially defined by the local density \(\rho(\varphi_j)\) of the \(\varphi_j\) values,

\[
M_j = \frac{2\pi}{\tau} \rho(\varphi_j). \tag{79}
\]

Thus, for a multi-scale Fourier basis Eq. (66) is rewritten as

\[
|\varphi_j\rangle = \sum_{n=0}^{M_j-1} e^{i\pi n \tau} |n\rangle, \quad j = 1, ..., K_c + K_{\text{win}}, \tag{80}
\]

where \(K_c + K_{\text{win}}\) is the total size of the basis including both the coarse and narrow band Fourier basis vectors for a given small spectral window. An example of such a non-uniform distribution of the basis vectors in the frequency domain is shown in Fig. 4.

The matrix elements of \(\hat{U}^p\) between any two basis functions \(|\varphi_j\rangle\) and \(|\varphi_{j'}\rangle\) can be evaluated (see Ref. [11] for details) leading to

\[
[\hat{U}_p]_{jj'} = \delta \sum_{\alpha=0,1} e^{i\pi \sigma(M_j(\varphi_j - \varphi_{j'}) + \pi)} \frac{1 - e^{i\pi \tau(\varphi_j - \varphi_{j'})}}{\sigma(M_j - 1) + M_j - 1} \times \sum_{n=\sigma M_j} e^{i\pi n \tau} c_{n + p} \tag{81}
\]

for \(j \neq j'\) and the diagonal matrix elements defined by
Eq. (74). Note that if $M_j = M_j^0$, Eq. (81) becomes equivalent to Eq. (72), as it should.

The most simplified implementation of a multi-scale Fourier basis would correspond to using just two scales, i.e. $M = N/2$ and $M_c \ll M$ where $N$ is the signal size available, with the two equidistant grids of values $\{\varphi_j^{(c)}\}, j = 1, \ldots, K_c$, and $\{\varphi_j\}, j = 1, \ldots, K_{\text{win}}$. Note that some contraction of the coarse basis is possible by simply retaining only those vectors $\varphi_j$ for which a low-resolution Fourier spectrum is greater than some pre-specified threshold value.

Finally, we note that the total size of the coarse basis set can significantly be reduced by a contracting procedure in which FDM is first applied to a short signal with size $2M_c$ and some large spectral window that includes the small window of interest. After Eq. (48) is solved, only those eigenvectors $\mathbf{B}_k^{(c)}$ are retained for which the amplitudes $d_k^{(c)}$ are larger than some pre-specified threshold value. These eigenvectors are then added to the narrow band Fourier basis and Eq. (48) is solved again. Clearly, this procedure can be implemented in a “renorm group” fashion, if one wants to make it very complicated.

More detail about the multi-scale FDM with some numerical examples can be found in Ref. [11].

7.4. Cheating or resolution enhancement

Needless to say, the spectral representation of the line list is much simpler and more appealing than the table format, especially, to a visually oriented person. It is difficult for a human operator to analyze the line list which contains many entries with broad and narrow poles with high and low amplitudes, etc. However, the line list contains much more information than the conventional spectrum. For example, some spectral lines are not necessarily singlets, they just happened to appear as singlets because the underlying peaks are broad and strongly overlap. It should be emphasized that the ersatz spectrum of Eq. (14) is just one possible representation of the line list. Of course, it is a very special representation as it estimates the infinite time Fourier sum of $\mathbf{c}_n$. In the framework of the Fourier spectral analysis it is possible to achieve some resolution enhancement by implementing aggressive filters, such as the “pseudo-echo” [40] that could improve the resolution of the peaks at the expense of severe distortion of their amplitudes and enhancement of the noise artifacts. Once we believe that the spectral peaks are Lorentzians, even if they overlap, we can construct another spectral representation of the line list using, e.g. Eq. (14) but with the Lorentzians narrower by some factor $7/\text{cheat}$.

We call this spectral representation cheating as it may lead to wrong conclusions in cases of non-Lorentzian lineshapes, where a single peak would be represented by several interfering Lorentzians. Typical values of the parameter “cheat” are between 0.1 and 1 (note that for cheat $= 1$ Eq. (82) the widths are unchanged). Even when the Lorentzian assumption is adequate a too aggressive cheating may lead to significant distortions of the baseline as the amplitudes $d_k$ of the overlapping Lorentzians may be complex. Some ambiguity of the individual amplitudes does not affect the appearance of the spectrum due to the mutual
cancellations of the overlapping Lorentzians in Eq. (14), while it may cause significant spectral distortions in Eq. (82), especially because of the non-zero Im\{d_k\} leading to the dispersion lineshapes. Thus to improve the appearance of the enhanced spectrum Eq. (19) can be implemented, instead of Eqs. (14) and (17), to reinforce the pure absorption lineshapes and then using either |A^(s)| or Re\{A^(s)\} for a real-valued absorption mode spectrum.

Interestingly, unlike the resolution enhancement methods based, for instance, on the sine-bell weighting of the time signals, cheating preserves the peak weights since they are defined by the amplitudes, d_k, which are unaffected, and not by the widths.

Fig. 5 shows an interesting part of a proton NMR spectrum of a fluorinated ribose derivative. The overall spectral width was 10 kHz and the size of the signal N = 8192 (see Ref. [5] for more details). Both FFT (not shown) and FDM spectra are absolutely converged in the sense that further increase of N does not improve the resolution. The use of Eq. (82) with cheat = 0.2 allows us to uncover some splittings, hidden in the conventional spectral representation. The peaks, appearing in the latter as singlets, turn out to be doublets. However, one should always be cautious when trying to interpret such a result, as there is no guarantee that the splittings are real and not caused by the ambiguity of the Lorentzian fit of non-Lorentzian lines.

7.5. Phase correction

Due to various reasons the first few data points may be corrupted or missing resulting in both the phase and amplitude distortions in the calculated spectra. Therefore, construction of an absorption spectrum requires to correct the distorted phase. If only a couple of data points are missing this can be usually done quite reliably by a linear phase correction of the FT spectrum. However, for long time delays the usual linear phase correction routines cannot eliminate the “phase roll” to flatten the baseline. The usual LP approach to the problem is to first “backward predict” the corrupted time domain data points from the uncorrupted data and then compute the FT spectrum.

Given a line list \{ω_k, d_k\}, another approach (see, e.g. Refs. [28,49]) may be to assume that each frequency ω_k describes a well-converged narrow Lorentzian line with amplitude d_k that has a wrong phase. These phases can then be set to zero, i.e.
\[
d_k \rightarrow |d_k|.
\]

Note, however, that such a phase correction is very dangerous in cases of either strongly overlapping lines or non-Lorentzian lineshapes or both, when a particular lineshape could be a result of interference and mutual cancellations of many Lorentzians. A much less aggressive procedure based on the same assumption that all amplitudes d_k must be positive is to use Eq. (19) with |A^(s)| to approximate the absorption spectrum. However, this approach cannot be applied for a general case when the amplitudes may have different signs. Here we discuss how the time delay correction can be carried out more consistently in the frame of FDM [7]. Let Δτ be the time delay, corresponding to the first point of the time signal used, i.e.
\[
c_n = c[n + Δ], \quad n = 0, ..., N - 1.
\]

When the HIP, Eq. (11), is solved for such a signal, ideally, the extracted frequencies ω_k should not be affected by the time delay, while the amplitudes \(d_k(Δτ) = D_t e^{-iΔτω_k}\) will be modulated by the frequency-dependent factors. Therefore, to correct an extracted amplitude \(d_k(Δτ)\) one can simply use the expression
\[
d_k = d_k(Δτ) e^{iΔτω_k}.
\]

Such a correction will be accurate if both the extracted frequency ω_k and amplitude d_k(Δτ) are reliable, which under certain conditions is the case. However, one should realize that the correction factor \(e^{iΔτω_k}\) can easily be very large if the width γ_k = −Im\{ω_k\} of the kth pole is large. In such a case a small number, \(d_k(Δτ)\), is multiplied by a huge number, \(e^{iΔτω_k}\), leading to numerical instabilities. The errors of the calculated spectral parameters, ω_k and d_k(Δτ), are not the only sources of instability, because the line list obtained by FDM does not only represent the true spectrum. In fact, there always are some noise poles, whose phase correction does not make much sense. Moreover, the widths of the noise poles are not necessarily small, so their time delay “correction” may result in huge baseline distortions. The time delay correction works only if such poles can be identified and removed from the further analysis, for instance, by using a cutoff parameter for γ_k. The problem will
interfering entries, reducing the efficiency of the non-Lorentzian line can be fit by more than one Lorentzian line can be fit by a single entry with Eq. (11) is the assumption of a Lorentzian line—FDM. The first weakness an experimentalist notices is the absence of the diverging terms associated with stability of the time delay correction based on Eq. (86) overperforms FDM in its robustness. A reason for the approach are very encouraging [50], showing that it (74). Some preliminary results obtained using this expression by RRT requires evaluation of the matrices for integer \( \Delta \) the numerical implementation of this where the second term shifts the spectrum only by a frequency-independent constant and is not essential. For integer \( \Delta \) the numerical implementation of this expression by RRT requires evaluation of the matrices \( \hat{U}^1 \Delta \) and \( \hat{U}^{1+\Delta} \) using Eqs. (72) and (74). Some preliminary results obtained using this approach are very encouraging [50], showing that it overperforms FDM in its robustness. A reason for the stability of the time delay correction based on Eq. (86) is the absence of the diverging terms associated with back extrapolation of rapidly decaying signals.

7.6. Reference deconvolution

Reference deconvolution is a powerful addition to FDM. The first weakness an experimentalist notices with Eq. (11) is the assumption of a Lorentzian lineshape. This is important to the algorithm as a Lorentzian line can be fit by a single entry \( (d_k, \omega_k) \), while a non-Lorentzian line has to be fit by more than one interfering entries, reducing the efficiency of the FDM. In an NMR experiment the Lorentzian lineshapes may be distorted by either the magnetic field inhomogeneities caused by an imperfectly shimmed magnet, or chemical exchange, or other dynamic processes. In Ref. [51] Morris introduced the idea of reference deconvolution implemented in the case of inhomogeneous broadening which is unique over the whole spectrum and which corresponds to convolution of the undistorted spectrum with some unknown function. Due to the convolution theorem this is equivalent to the assumption that the measured FID \( C_{\text{exp}}(t) \) is a product of the perfect FID \( C_{\text{exact}}(t) \) and some unknown smooth instrumental function of time \( f(t) \), plus some experimental noise \( y(t) \),

\[
C_{\text{exp}}(t) = C_{\text{exact}}(t)f(t) + y(t).
\]

(87)

As suggested in Ref. [51] the instrumental function \( f(t) \) can be obtained by analyzing an isolated reference line such as TMS whose exact lineshape, e.g. in terms of the parameters \( \{d_k^\text{exact}, \omega_k^\text{exact}\} \), is known. In the frame of FDM this can be realized by processing the measured data and retaining only the entries \( \{d_k^\text{exp}, \omega_k^\text{exp}\} \) that represent the distorted reference line:

\[
f(t) = \frac{C_{\text{exp}}(t)}{C_{\text{exact}}(t)} = \sum_k d_k^\text{exp} e^{-i\omega_k^\text{exp} t}. \]

(88)

Then simply dividing the full FID by \( f(t) \) accomplishes the desired deconvolution of the signal,

\[
C_{\text{deconv}}(t) = C_{\text{exp}}(t)/f(t) = C_{\text{exact}}(t) + y(t)/f(t).
\]

(89)

Apparently, even when we know \( f(t) \) it is impossible to exactly uncover \( C_{\text{exact}}(t) \) due to the noise term. Moreover, since \( f(t) \) is typically an exponentially decaying function of time and \( y(t) \) does not decay, the term \( y(t)/f(t) \) exponentially increases in time. That is \( C_{\text{deconv}}(t) \) has a noisy exponentially increasing tail, which makes the problem non-trivial. For example the Fourier integral of such a signal diverges, while an attempt to regularize the Fourier integral by apodization would contradict the deconvolution idea. At the same time, processing the deconvoluted signal \( C_{\text{deconv}}(t) \) by FDM will result in a line list \( \{d_k^\text{deconv}, \omega_k^\text{deconv}\} \) with both negative and positive \( \gamma_k = -\text{Im}\{\omega_k\} \). The latter represent the correct deconvoluted lines, while the former represent the
8. Multi-dimensional FDM: a “naive” approach

8.1. Multi-dimensional versus 1D spectral analysis

After the previous section, one can safely conclude that the theory of 1D FDM with the addition of the 1D RRT is essentially worked out and there might only be some secondary problems left for future studies. This is not the case for multidimensional FDM, although it might appear that the latter is a straightforward extension of the 1D method. The difficulties arise in both areas, the problem of obtaining a meaningful line list and spectral construction. While generally working (but often time consuming) solutions are found for the latter problem, the former still lacks good ideas.

A 2D case might seem to be simpler than a general D-dimensional case, but due to the vector notations the latter requires just a minor modification of the former. Thus, we start by introducing a general complex valued D-dimensional time signal \( c_\tilde{n} \equiv c(n_1 \tau_1, n_2 \tau_2, \ldots, n_D \tau_D) \), where \( \tilde{n} \) is the time vector, defined on an equidistant rectangular time grid of \( N_\text{total} = N_1 \times N_2 \times \cdots \times N_D \).

The total number of the experimental points, \( N_\text{total} \), is only limited by the instrument time and computer disk capacity and does not usually exceed a gigabyte of data. While the number of the running time points \( N_1 \) (we use this convention as it is more convenient for multidimensional signals) may include many points (say, of the order of \( N_1 \sim 10^3 - 10^5 \)), the number of time points in each of the other dimensions is a strictly limited by the total experiment time, and so is usually far fewer.

The original formulation of multidimensional FDM [3,6,8] is applicable only to signals with high SNR. However, since it is a very straightforward generalization of the ideas and equations of the 1D FDM, we briefly present it here before describing a more robust but complicated approach.

8.2. Multi-dimensional FDM

A fully integrated D-dimensional HIP, can be defined as the following parametric fit of the full D-dimensional data set \( c_\tilde{n} \),

\[
c_\tilde{n} = \sum_{k=1}^{K} d_k e^{-i \tilde{\omega}_k} = \sum_{k=1}^{K} d_k \prod_{l=1}^{D} e^{-i n_l \gamma_l},
\]

where \( \tilde{\omega}_k = (\omega_{1k}, \omega_{2k}, \ldots, \omega_{Dk}) \) are vectors of unknown complex frequencies, \( \omega_{lk} = \nu_{lk} - i \gamma_{lk} \), and \( d_k \) unknown complex amplitudes. The total number of unknown complex parameters in the D-dimensional line list \( \{ \tilde{\omega}_k, d_k \} \) with \( K \) entries is, therefore, \( (D + 1)K \).

Generally speaking, Eq. (90) corresponds to a nonlinear optimization problem. However, just like the 1D HIP (11), it can be cast into a linear algebraic problem or, more precisely, a family of generalized eigenvalue problems. Again, similarly to the 1D case, \( K \) is not an adjusting parameter but rather defined by \( N_\text{total} \), the information content of the signal \( c_\tilde{n} \). Moreover, since the spectral analysis is performed locally, \( N_\text{total} \) unambiguously defines the average local density of spectral features used to fit the data locally in the frequency domain.

A complete line list \( \{ \tilde{\omega}_k, d_k \} \) can be used for spectral estimation. For example, the D-dimensional complex DFT spectrum,

\[
I^\tau(s_1, \ldots, s_D) = \sum_{n_l=0}^{\infty} \left\{ \prod_{l=1}^{D} (i \tau_l) \left( 1 - \frac{\delta_n}{2} \right) e^{-i n_l \gamma_l} \right\} c_\tilde{n}
\]

is estimated by analytic evaluation of the infinite-time DFT of \( c_\tilde{n} \) represented by Eq. (90):

\[
I^\tau(s_1, \ldots, s_D) = \sum_{k} d_k \prod_{l=1}^{D} G^\tau_{\nu_l}(s_l)
\]

with \( G^\tau_{\nu_l}(s_l) \) defined by \( \omega_{lk} \) as in Eq. (16). Apparently, a D-dimensional absorption mode spectrum cannot be derived from a single complex spectrum \( I^\tau(s_1, \ldots, s_D) \), no matter whether the amplitudes are all phased or not. It is though representable in terms of the line list:

\[
A^\tau(s_1, \ldots, s_D) = \sum_{k} d_k \prod_{l=1}^{D} \delta^\tau_{\nu_l}(s_l)
\]

with \( \delta^\tau_{\nu_l}(s_l) = \text{Im} G^\tau_{\nu_l}(s_l) \).

Generalization of the 1D quantum ansatz, Eq. (44), is as straightforward as writing the signal in the form of the D-dimensional quantum autocorrelation...
function,
\[ c_{\bar{\eta}} = \langle \bar{\eta} | \bar{n} \rangle, \]  
(94)
where the Krylov vectors are
\[ |\bar{n}\rangle = \hat{U}(\bar{n})|0\rangle \]
(95)
and the multi-time evolution operator,
\[ \hat{U}(\bar{n}) = \prod_{l=1}^{D} \hat{U}_l^{n_l} = \prod_{l=1}^{D} e^{-i\eta_l \hat{O}_l}, \]
(96)
corresponding to a set of \( D \) commuting complex symmetric Hamiltonians \( \hat{O}_j \). For the associated evolution operators \( \hat{U}_j = e^{-i\eta_j \hat{O}_j} \) we can write:
\[ \hat{U}_j |\omega_{\bar{\eta}}\rangle = |\omega_{\bar{\eta}}\rangle, \quad l = 1, \ldots, D, \]
(97)
with the eigenvalues \( u_{\bar{\eta}l} = e^{-i\eta_l \omega_{\bar{\eta}}} \). In the “naive” approach we assume that: (i) there are no degenerate eigenvalues so that the eigenvectors \( |\omega_{\bar{\eta}}\rangle \) are uniquely defined; and (ii) the eigenvectors can be reordered so that \( |\omega_{\bar{\eta}}\rangle = |\omega_{1\bar{\eta}}\rangle \), i.e. \( \{|\omega_{1\bar{\eta}}\rangle\} \) is simultaneously the eigenbasis of all the evolution operators \( \hat{U}_l \). With these assumptions the quantum multi-time autocorrelation function of Eq. (94) satisfies the form of the \( D \)-dimensional HIP, Eq. (90), with \( d_k = (0|\omega_{1\bar{\eta}}|^2 \) (compare with Eq. (37)).

Just like in the 1D case, the \( U \)-matrices are available in the Krylov basis:
\[ \{|U_{\bar{\eta}}|_{\bar{n}'}\rangle \langle \bar{\eta} | \hat{U} (\tilde{p}) | \bar{n}\rangle = c_{\bar{n} + \bar{n}'} + \tilde{p}, \]
(98)
Thus the signal \( c_{\bar{n}} \) with \( N_l = 2M_l \) points in the \( l \)th dimension will correspond to the Krylov basis of size \( M_{\text{Krylov}} = M_1 \times M_2 \times \cdots \times M_D = N_{\text{total}} \times 2^{-D} \). Now assuming the eigenfunctions \( |\omega_{1\bar{\eta}}\rangle \) can be expanded in the Krylov basis,
\[ |\omega_{\bar{\eta}}\rangle = \sum_{r=1, \ldots, D}^{M_D - 1} |B_{\bar{\eta}r}\rangle |\bar{n}\rangle, \]
(99)
we can convert the \( D \) operator eigenvalue problems, Eq. (97), into \( D \) matrix generalized eigenvalue problems,
\[ U_l |\omega_{\bar{\eta}}\rangle = u_{\bar{\eta}l} U_0 |\omega_{\bar{\eta}}\rangle, \quad l = 1, \ldots, D, \]
(100)
where \( U_l \) for \( l \geq 1 \) is the matrix representation of \( \hat{U}_l \) and \( U_0 \) the overlap matrix. The orthonormality of \( |\omega_{1\bar{\eta}}\rangle \) implies the orthonormalization condition for the eigenvectors of Eq. (100):
\[ B_{\bar{\eta}l}^T U_0 B_{\bar{\eta}k} = \delta_{\bar{\eta}l \bar{\eta}k}. \]
(101)
The eigenvalues in Eq. (100) yield the frequencies \( \omega_{1\bar{\eta}} \) and the normalized eigenvectors, the amplitudes,
\[ \sqrt{d_k} = B_{\bar{\eta}k}^T C, \]
(102)
where we used matrix notation for the \( M_1 \times \cdots \times M_D \) part of the signal array \( C \) with elements \( c_{\bar{n}} \), which makes Eq. (102) look very similar to Eq. (51) used in the 1D case.

If the Krylov basis \( \{|\bar{n}\rangle\} \) is complete, i.e. Eq. (99) holds, Eq. (100) for different \( l \) will result in the same set of eigenvectors \( B_{\bar{\eta}l} = B_{\bar{\eta}k} \). This, in particular, means that, theoretically, only one of the \( D \) generalized eigenvalue problems has to be solved for the eigenvectors: all the required eigenvectors can then be evaluated using
\[ u_{\bar{\eta}l} = B_{\bar{\eta}k}^T U_0 |\omega_{\bar{\eta}l}\rangle. \]
(103)

One can generate a model signal \( c_{\bar{n}} \) by evaluating Eq. (90) using some pre-specified set of spectral parameters, \( \{\omega_{1\bar{\eta}}, \ldots, \omega_{D\bar{\eta}}, d_k\}, \quad k = 1, \ldots, K, \) and check that the method works, at least in principle: when the condition \( M_{\text{Krylov}} = N_{\text{total}} \times 2^{-D} \approx K \) (i.e. the basis size is greater than the rank of the operators \( \hat{U}_l \)) is satisfied, the spectral parameters can be recovered to many significant digits by solving Eq. (100) (see an example in Ref. [3]).

8.3. Solution of the multi-dimensional HIP locally in the frequency domain using a Fourier basis

Clearly, solving Eq. (100) in the Krylov basis is unreasonable for any reasonable size \( D > 1 \) NMR signal as \( M_{\text{Krylov}} = N_{\text{total}} \times 2^{-D} \) will be too large. Thus, here the local spectral analysis is not an option but a necessity. A \( D \)-dimensional Fourier basis is constructed by a straightforward generalization of Eq. (80). Although the advantage of using a multi-scale basis over the single-scale one has not been demonstrated yet for a more than 1D case, we use it here as it is more generic:
\[ |\varphi_{j}\rangle = \sum_{n=0}^{M_j - 1} e^{i\tilde{\varphi}_{jk}|\bar{n}\rangle} \]
(104)
with \( \tilde{\varphi}_{j} \equiv (\varphi_{1j}, \ldots, \varphi_{Dj}), \quad j = 1, \ldots, K_c + K_{\text{win}} \), and
with similar expressions to treat other singularities.

A simple and numerically efficient setup could correspond to having two direct-product D-dimensional grids: \( \{ \tilde{\varphi}_j \equiv (\varphi_{j_1}, \ldots, \varphi_{D_l}) \} \), \( j_r = 1, \ldots, K_{\text{win}} \), with total size \( K_{\text{win}} = K_{1 \text{win}} \times \cdots \times K_{D_l} \), and \( \{ \varphi_{j}^{(c)} \equiv (\varphi_{j_1}^{(c)}, \ldots, \varphi_{D_l}^{(c)}) \} \), \( j_r = 1, \ldots, K_{c} \), with total size \( K_{c} = K_{1c} \times \cdots \times K_{Dc} \). In each dimension two independent 1D grids of values \( \{ \varphi_{j_r} \} \), \( j_r = 1, \ldots, K_{\text{win}} \), and \( \{ \varphi_{j_r}^{(c)} \} \), \( j_r = 1, \ldots, K_{c} \), have to be implemented, corresponding to the narrow band Fourier basis with \( M_{j_r} = M_r \) and coarse basis with \( M_{j_r} = M_{c_r} \), the latter being generally much smaller than the maximum allowed order \( M_r = N_r / 2 \) of the Krylov basis in the \( r \)th dimension, dictated by the signal length \( N_r \) in this dimension.

The numerical expressions for the matrix elements of \( \tilde{U}_l \), \( l = 0, \ldots, D \), in the \( D \)-dimensional multi-scale Fourier basis are obtained by using the 1D result of Eq. (81):

\[
[\tilde{U}_l]_{ij} = \sum_{\alpha = 0, 1}^{D} \left\{ \prod_{r=1}^{D} \frac{D_{\hat{\sigma}_r} e^{i\pi \sigma[M_{j_r} + M_{j} - n_r - 1] + \pi}}{1 - e^{-i\pi (\varphi_{j}^{(c)} - \varphi_{j^r})}} \right\}
\times \sum_{n_0=0}^{M_{j_r} - 1} e^{i\hat{\varphi}_n} c_{n+\hat{\beta}},
\]

(105)

where \( \hat{\sigma}_r \) defines the symmetrization operator over the subscripts \( r_j \) and \( r_{j'} \) as in Eq. (73). The matrix elements corresponding to \( \varphi_{j_r} = \varphi_{j'_r} \) are computed according to Eq. (74). For example, for \( \varphi_{j_1} = \varphi_{j'_1} \) we have

\[
[\tilde{U}_l]_{ij} = \sum_{\alpha = 0, 1}^{D} \left\{ \prod_{r=2}^{D} \frac{D_{\hat{\sigma}_r} e^{i\pi \sigma[M_{j_r} + M_{j} - n_1 - 1] + \pi}}{1 - e^{-i\pi (\varphi_{j}^{(c)} - \varphi_{j^r})}} \right\}
\times \sum_{n_0=0}^{M_{j_r} - 1} e^{i\hat{\varphi}_n} c_{n+\hat{\beta}}.
\]

(106)

with similar expressions to treat other singularities.

Finally, for \( \hat{\varphi}_j = \hat{\varphi}_{j'} \), i.e. the diagonal elements of the \( U \)-matrices, we have

\[
[\tilde{U}_l]_{ij} = \sum_{n_0=0}^{M_{j_r} - 1} e^{i\hat{\varphi}_n} c_{n+\hat{\beta}}.
\]

(107)

Now by expanding the eigenvectors in the Fourier basis,

\[
|\omega_{\tilde{\varphi}}\rangle = \sum_j [\tilde{B}_{\tilde{\varphi}}]_j |\varphi_j\rangle.
\]

(108)

Eqs. (100) and (101) are rewritten as

\[
\tilde{U}_{ik} [\tilde{B}_{\tilde{\varphi}}]_k = u_{ik} \tilde{U}_0 [\tilde{B}_{\tilde{\varphi}}], \quad [\tilde{B}_{\tilde{\varphi}}]_k^T \tilde{U}_0 [\tilde{B}_{\tilde{\varphi}}]_k = 1
\]

(109)

for \( l = 1, \ldots, D \). The amplitudes are then obtained from the eigenvectors as

\[
\sqrt{d_k} = \tilde{B}_{\tilde{\varphi}}^T \tilde{C}_{\tilde{\varphi}},
\]

(110)

where the coefficients of the \( 1 \times (K_{\text{win}} + K_c) \) column vector \( \tilde{C}_{\tilde{\varphi}} \) are computed using the following \( D \)-dimensional FT of the original signal array \( C \):

\[
[\tilde{C}_{\tilde{\varphi}}]_j = \sum_{n_0=0}^{M_{j_r} - 1} e^{i\hat{\varphi}_n} c_{n}, \quad j = 1, \ldots, K_{\text{win}} + K_c.
\]

(111)

Although the numerical bottleneck of the \( D \)-dimensional FDM is usually associated with the solution of the generalized eigenvalue problems, Eq. (109), an intelligent programming of the expressions to compute the \( U \)-matrices is desirable. For example, the use of globally equidistant grids allows one to evaluate all the \( D \)-dimensional Fourier sums using certain fast FT algorithms which have the FFT scaling even when the signal size is not a power of two (e.g. FFTW, the Fastest Fourier Transform in the West [52]), making the overall \( U \)-matrix construction for all the windows scale as FFT. An additional saving is possible if one takes advantage of the fact that some of the Fourier sums are related to each other via simple recursion relations (see Refs. [11,12]). Also note, that even unintelligently programmed, Eqs. (105)–(107) will scale as \( N_{\text{total}} \times (K_{\text{win}} + K_c) \) for a single window, which is still acceptable.
8.4. Why does the naive $D > 1$ FDM “fail” for noisy data?

Unlike the 1D FDM where a failure would be a rare exclusion from the rule, its naive $D$-dimensional generalization would typically fail for a general input data, the method being successful only when the signal is strictly of the form of Eq. (90) with high SNR and the local completeness relation (compare with Eq. (69)),

$$\rho(\tilde{\varphi}_j) = \prod_{l=1}^{D} \frac{N_l \tau_l}{4\pi} \geq \rho(\tilde{\omega}_k),$$  

(112)

satisfied for the density $\rho(\tilde{\varphi}_j)$ of the grid points $\tilde{\varphi}_j$ and the density $\rho(\tilde{\omega}_k)$ of poles $\tilde{\omega}_k$.

Firstly, construction of a $D$-dimensional line list requires uniqueness of the set $\left\{ \tilde{B}_{ik} \right\}$, which is not the case for degenerate frequencies. However, the NMR signals often contain degenerate frequencies (the cross peaks) which makes the degenerate case general for NMR.

Secondly, even if the spectrum is not degenerate, the assumption that the eigenvectors $\tilde{B}_{ik}$ are the same for different values of $l$ is hardly applicable to noisy data. Practically, for low SNR the sets of the eigenvectors corresponding to different $l$ might not even be close to each other. Apparently, there is no easy way to “couple” the frequencies $\omega_{ik}$ obtained by solving Eq. (109) with different $l$. That is, at a time one can only have any particular projection of the line list $\{\omega_{ik}, d_{lk}\}$ with the amplitudes

$$\sqrt{d_{lk}} = \tilde{B}_{ik}^T \mathbf{C},$$

(113)

but not the whole line list $\{\tilde{\omega}_k, d_k\}$, as was originally assumed. This, in turn, implies that Eq. (92) is generally not very useful for an accurate spectral estimation as it relies on the existence of a coupled and accurate line list.

Thirdly, it might appear that Eq. (103) can be used to couple the frequencies. However, Eq. (103), albeit theoretically correct, is practically quite useless as it is not variational with respect to the eigenvalues $u_k$. That is, errors in the eigenvectors $\tilde{B}_{ik}$ cause unacceptable errors in the eigenvalues $u_k$ estimated by Eq. (103) with $l \neq 1$.

A somewhat complicated procedure of coupling the frequencies in 2D FDM was used in Refs. [3,5,6] with relative success. This procedure, based on diagonalization of more than two different evolution operators, e.g. $\hat{U}_1$, $\hat{U}_2$ and $\hat{U}_3 = \hat{U}_1 \hat{U}_2$, would result in three independent line lists with frequencies $\left\{ \omega_{1k}, \omega_{2k} \right\}$ and $\left\{ \omega_{jk} \right\}$, respectively. Coupling these sets of frequencies into an integrated 2D line list can be carried out by finding such an ordering of frequencies for which $\sum_k |\omega_{1k} + \omega_{2k} - \omega_{jk}|$ is minimized. Unfortunately, this method is only reliable for signals with sufficiently high SNR.

In Ref. [8] an interesting idea of “simultaneous diagonalization” of all the U-matrices that occur in Eq. (109) was explored for the 2D case. Roughly speaking, the idea is to find a unitary transformation applied simultaneously to all the U-matrices that would minimize the sum of all the off-diagonal elements. As such one can obtain a complete coupled line list by sacrificing the accuracy of the frequencies (eigenvalues) and amplitudes (eigenvectors). The obvious drawback of this method is that instead of using the existing eigen-solver algorithms one has to solve a nonlinear optimization problem, i.e. what we have been trying to avoid by using linear algebra.

9. The resolvent formulae for multi-dimensional spectral estimation

The method of spectral estimation presented in this section avoids the problem of constructing the coupled $D$-dimensional line list. That is, here we are not trying to solve the $D$-dimensional HIP of Eq. (90).

Although we still assume the quantum mechanical ansatz of Eq. (94) to be valid and the Hamiltonians $\hat{\Omega}_j$ to commute, but we let the eigenbases $\{|\omega_k\rangle\}$ be $l$-dependent. This, in particular, covers the case of degenerate spectra, but, most importantly, avoids the necessity of generating a unique eigenbasis.

Just as in the 1D case (see Eq. (38)), the spectral function formally defined as a $D$-dimensional FT of the signal (Eq. (92)) can also be written in terms of the resolvent operators,

$$I^\tau(s_1, \ldots, s_D) = \langle 0 | \hat{G}^{\tau_1}(s_1) \cdots \hat{G}^{\tau_D}(s_D) | 0 \rangle.$$

(114)

Since each $\hat{G}^{\tau_j}(s_j)$ can be represented using Eq. (30), expression (114) is representable by $\omega_{ik}$ and $\tilde{B}_{ik}$, that can, in turn, be obtained by solving the $D$ generalized eigenvalue problems (109), independently for
each $l = 1, \ldots, D$, because $(\omega_k | \omega_{k'}) = \tilde{B}_k^T \tilde{U}_0 \tilde{B}_{k'}$ and

$$(0 | \omega_k) = \sqrt{d_k} \equiv C^T \tilde{B}_{k}.$$ For instance, one can use the following expression,

$$I^r(s_1, \ldots, s_D) = \sum_{k_1, \ldots, k_D} \tilde{C}^T \tilde{B}_{k_1} \tilde{B}_{k_1}^T \tilde{U}_0 \tilde{B}_{2k_2} \cdots \tilde{B}_{(D-1)k_{D-1}} \tilde{U}_0 \tilde{B}_{Dk_D} \tilde{C} \prod_{l=1}^D G_{ik_l}^D(s_l).$$

(115)

Eq. (115) can be used instead of the conventional $D$-dimensional FT to estimate the $D$-dimensional complex spectrum. A $D$-dimensional absorption mode spectrum can be defined by modifying Eq. (114) using the spectral density operators (32):

$$A^r(s_1, \ldots, s_D) = (0 | \hat{T}^{s_1}(s_1) \cdots \hat{T}^{s_D}(s_D) | 0),$$

(116)

which after using the spectral representation becomes

$$A^r(s_1, \ldots, s_D) = \sum_{k_1, \ldots, k_D} \tilde{C}^T \tilde{B}_{k_1} \tilde{B}_{k_1}^T \tilde{U}_0 \tilde{B}_{2k_2} \cdots \tilde{B}_{(D-1)k_{D-1}} \tilde{U}_0 \tilde{B}_{Dk_D} \tilde{C} \prod_{l=1}^D \delta_{ik_l}^D(s_l).$$

(117)

Note that this expression leads to absorption line-shapes no matter whether or not the signal was phased prior to the processing. $A^r(s_1, \ldots, s_D)$ is, in principle, a complex valued function, although in the case of all real amplitudes it becomes purely real. Note that the above spectral representations are not unique as similar expressions can be obtained by permutations of the indices. The absorption mode formula, Eq. (117), is meaningful only if the different peaks with absorption shapes are not overlapping too much, i.e. the interference effects are not significant.

In many cases the full dimensionality spectra are not always desired as they might have too many details, be too difficult to visualize, interpret and store. Various reduced dimensionality spectral projections are often used to simplify the problem of interpreting the data. As a particular example we here give expressions for 2D standard projections of the $D$-dimensional spectra (where $D \geq 2$):

$$I^r(s_1, s_2) = \sum_{k_1, k_2} \tilde{C}^T \tilde{B}_{k_1} \tilde{B}_{k_1}^T \tilde{U}_0 \tilde{B}_{2k_2} \tilde{B}_{2k_2}^T \tilde{C} \prod_{l=1}^D G_{ik_l}^D(s_l).$$

$$A^r(s_1, s_2) = \sum_{k_1, k_2} \tilde{C}^T \tilde{B}_{k_1} \tilde{B}_{k_1}^T \tilde{U}_0 \tilde{B}_{2k_2} \tilde{B}_{2k_2}^T \tilde{C} \prod_{l=1}^D \delta_{ik_l}^D(s_l).$$

(118)

(119)

Note that the expressions in Eqs. (115)–(119) are not numerically as expensive as they might seem: the multiple summations can be evaluated successively.

9.1. 2D RRT

Similarly to Eq. (56) it is also worth rewriting the spectral projection in a matrix form that does not necessarily require evaluation of the eigenvectors and eigenvalues of the generalized eigenvalue problems [14], for example,

$$I^r(s_1, s_2) = \tilde{C}^T \{ \tilde{R}_1(s_1) \}^{-1} \tilde{U}_0 \tilde{R}_2(s_2)^{-1}$$

$$\times \frac{-i}{2} \left[ \tau_2 \tilde{R}_1(s_1) ^{-1} + \tau_1 \tilde{R}_2(s_2) ^{-1} \right]$$

$$\times \tilde{C} - \frac{\tau_1 \tau_2 c_0}{4}.$$  

(120)

with $\tilde{R}_l(s_l)^{-1}, l = 1, 2$, defining two regularized inverses of the matrices

$$\tilde{R}_l(s_l) = \tilde{U}_0 - \frac{e^{i \tau_1} \tilde{U}_0}{i \tau_l}, l = 1, 2.$$  

(121)

The regularization may now be carried out by either SVD (Eqs. (60) and (62)) or by Tikhonov regularization (63). With the latter one can proceed by first computing the two frequency-dependent vectors $\tilde{X}_l(s_l), l = 1, 2$, by solving the two regularized Hermitian least-squares problems,

$$\langle \tilde{R}_l(s_l) \rangle \tilde{X}_l(s_l) + q^2 \tilde{X}_l(s_l) = \tilde{R}_l(s_l) \tilde{C},$$

(122)

with regularization parameter $q$, and then using

$$I^r(s_1, s_2) = \tilde{X}_1(s_1) \tilde{U}_0 \tilde{X}_2(s_2) - \frac{\tau_1 \tau_2 c_0}{4}$$

$$\times \frac{-i}{2} \tilde{C} \left[ \tau_2 \tilde{X}_1(s_1) + \tau_1 \tilde{X}_2(s_2) \right].$$

(123)
Note that the total number of the linear systems to be solved for each 2D frequency window is equal to \( N_s^1 \) and \( N_s^2 \), where \( N_s^1 \) and \( N_s^2 \) are the numbers of the frequency grid points, \( s_1 \) and \( s_2 \), to plot the spectrum in the window.

Some numerical examples of implementing the 2D RRT can be found in Ref. [14].

10. Regularization of multi-dimensional FDM

Our first applications of 2D FDM dealt with signals with relatively high SNR and essentially no dangerous degeneracies that could complicate the line list construction [3,5,6]. So the early successes of the “naive” version of the 2D FDM might appear a little bit misleading. The resolvent formulae [9,10,12] have made FDM spectra more stable with respect to both noise and degeneracies, but these spectra would generally be unsatisfactory for relatively low SNR signals where the FT could still provide quite high resolution, given the signals of sufficiently large size. An instability in the 1D FDM could occur only for exotic signals and is completely eliminated by the use of multi-scale basis. Unlike the 1D case, in the \( D > 1 \) FDM the instability is rather the rule and is difficult to eliminate. A typical example is shown in the upper left panel of Fig. 6 where an absorption 2D HSQC spectrum of progesterone was computed by FDM without any regularization using a purely...
phase modulated 2D signal. The pulse sequence and other details of this particular NMR experiment can be found in Refs. [6,13]. The spectrum has a high resolution character, however it is contaminated by various artifacts, such as spurious spikes randomly distributed over the frequency domain and poorly converged genuine peaks. Moreover, this artifact pattern is very sensitive to both the small variations in the input data and the parameters of the FDM calculation.

At this point it is still not absolutely clear what exactly causes instability in the 2D FDM. One possible explanation is based on the comparison between the 1D and 2D implementations of FDM. In the 1D FDM a signal of size $N$ leads (with the Krylov basis) to a generalized eigenvalue problem of rank $M_{\text{Krylov}} = N/2$, which, in turn, yields $N/2$ pairs of $(\omega_k, d_k)$, i.e. totally $N$ parameters. This means that the solution of the HIP, Eq. (11), is unique with the total number of equations exactly matching the total number of unknowns, i.e. in principle, no other regularization constraints are needed. In the 2D case the situation is different. In the Krylov basis the total rank of the $U$-matrices is $M_{\text{Krylov}} = N_1N_2/4$, resulting in $N_1N_2/4$ frequencies $\omega_k$ for each generalized eigenvalue problem, Eq. (109). If, according to the form of Eq. (90) with $D = 2$, we assume the total number of 2D Lorentzian peaks (each characterized by two frequencies $\omega_{1k}$ and $\omega_{2k}$ and an amplitude $d_k$) to be $M_{\text{Krylov}}$, we will have to deal with an overdetermined problem with totally $N_1N_2$ equations and $(3/4)N_1N_2$ unknowns. Therefore, for general fixed size array $c_{n_1,n_2}$ the exact solution of the 2D HIP using the number of parameters consistent with the FDM procedure, strictly speaking, does not exist, however, when solving the 2D HIP by FDM we implicitly assume that the data set can be fit by the parametric form of Eq. (90), i.e. we assume that this data is not generic.

The above explanation does not pretend to be absolutely correct but at least it confirms that there is something wrong with the 2D HIP, or, in other words, the 2D HIP is an incorrectly posed problem, which requires some regularization.

Apparently, an ill-defined linear system, $\mathbf{R} \mathbf{x} = \mathbf{C}$, can be regularized in a very straightforward fashion, as discussed in Section 5, by either SVD or Tikhonov regularization. At the same time, there seems to be no obvious extension of such techniques to the case of generalized eigenvalue problems encountered in FDM. As pointed out by Möller and Stewart [45], when the two matrices in the left- and right-hand sides of Eq. (109) have a common null space (as is the case in FDM), the problem has unusually pathological properties. In particular, it was not recommended to apply SVD to $\mathbf{U}_0$ (in order to get rid of the null subspace) for the reason that the eigenvalues and eigenvectors become very sensitive to the assumed rank of the range subspace, introducing an element of arbitrariness. On the other hand, the QZ algorithm developed in Ref. [45] was argued to provide accurate eigenvalues and eigenvectors in terms of two numbers, $u_k = \alpha_k/\beta_k$, the accuracy of which is not affected by the ill-conditioned structure of the matrices. It was also argued that the “unreliable” eigenvalues could be identified by smallness of both $\alpha_k$ and $\beta_k$. Our experience with 2D FDM is somewhat contradictory to the recommendations of Möller and Stewart as according to the above discussion these accurate eigenvalues and eigenvectors are generally useless, while the truncated SVD of $\mathbf{U}_0$ may help in removing the artifacts, although the ambiguity in deciding how many basis vectors should be retained remains a major problem. For the latter reason the use of the truncated SVD was not extensively exploited in our publications.

### 10.1. Signal averaging

The ambiguity in choosing the regularization parameter, especially in the truncated SVD, may appear quite unfriendly. A simple solution to avoid it was suggested in Refs. [9,10]. It takes advantage of the randomness of the artifacts appearing in the spectrum upon changing the signal size when no (or very mild) regularization is implemented. That is, when sufficiently large number of FDM spectra calculated using different $N_1$ are summed together, these artifacts magically average out. We call this method the signal size averaging. It may be applicable in situations where the signal is sufficiently long in at least one dimension, e.g. the running time. Assuming the artifacts in different spectra to be uncorrelated, the averaging will improve the SNR of the FDM ersatz spectrum by a factor of $\sqrt{N_D}$. One should though realize that only the artifacts caused by imperfections of FDM are removed by such an averaging, not the actual noise present in the signal. An example of such
an averaged spectrum is shown in Ref. [13]. Note also, that the spectra in Figs. 7 and 8 were obtained by signal size averaging.

An obvious and major drawback of the method is that \( N_{\text{FDM}} \sim 10\text{–}100 \) (rather than one) FDM calculations have to be performed, significantly increasing the overall numerical effort. Another serious drawback is that an averaged spectrum does not correspond to a compact line list. It is the latter reason, though, which explains the averaging phenomenon. Namely, the huge number of parameters from different FDM calculations used to construct the averaged spectrum eliminate the overdeterminicity problem of a single solution of the 2D HIP.

10.2. Pseudo-noise averaging

Here we describe another way to perform regularization by averaging [12] which could also be very useful in cases when the processing time is not a big issue. Instead of changing the signal length we can exploit the great sensitivity of the output spectrum to small variations of the input signal of fixed size. This sensitivity may be observed by, e.g. comparing FDM spectra \( A(s_1, s_2) \) obtained from a 2D signal perturbed by different realizations of a small
uniformly distributed noise:
\[ c_{\tilde{n}} \rightarrow c_{\tilde{n}} + q\tilde{y}_{\tilde{n}} \]  
(124)

with \( \langle \tilde{y}_{\tilde{n}} \rangle = 0, \langle |\tilde{y}_{\tilde{n}}|^2 \rangle = 1 \) and \( q \), the level of the pseudo-noise.

Most surprisingly, if \( q \) is sufficiently large, an artifact free spectrum may be obtained by Monte Carlo averaging of \( A^{\tau}(s_1, s_2) \) over sufficiently many different realizations of \( y_{\tilde{n}} \).

Note, that the signal size averaging has essentially no free parameter and is limited by the maximum signal size (i.e. \( N_{\text{FDM}} \) is limited), while the pseudo-noise averaging converges similarly with respect to the number of samples \( N_{\text{FDM}} \), but \( N_{\text{FDM}} \) can be arbitrary. The fact that the pseudo-noise amplitude \( q \) can be varied may be considered as both an advantage (since the result as a function of \( q \) can be very useful) and a disadvantage (since one has to figure out an optimal \( q \)).

Interestingly, the pseudo-noise averaging can also be implemented at the stage of solving Eq. (109) by adding pseudo-noise to the \( U \)-matrices computed from the original unperturbed signal. The qualitative explanation is that the \( U \)-matrices are linear functionals of the input signal \( c_{\tilde{n}} \) and, therefore, a variation in the signal \( y_{\tilde{n}} \) transfers linearly into the variation of the \( U \)-matrices:
\[ \tilde{U}_l \rightarrow \tilde{U}_l + q\tilde{Y}, \]  
(125)

where \( \tilde{Y} \) is a complex symmetric matrix with independent random coefficients satisfying \( \langle |\tilde{Y}|_{ij}^2 \rangle = 0, \langle |\tilde{Y}|_{ij}^4 \rangle = 1 \).

To this end, we describe the simplest implementation of the pseudo-noise averaging to obtain a 2D double-absorption spectral projection from a purely phase modulated signal. We first rewrite Eq. (119) in the form
\[ A^{\tau}(s_1, s_2) = \tilde{X}_{lq}(s_1)^T \tilde{U}_0 \tilde{X}_{2q}(s_2), \]  
(126)

where the absorption-mode vectors \( \tilde{X}_{lq}(s_l) \) are computed independently for each \( l = 1, 2 \) using the eigenfrequencies and eigenvectors of the corresponding perturbed generalized eigenvalue problems,
\[ (\tilde{U}_l + q\tilde{Y})\tilde{B}_{lk} = u_{lk}\tilde{U}_0 \tilde{B}_{lk}, \]  
(127)

and then averaged over a sufficient number, \( N_{\text{FDM}} \), of realizations of the random perturbation \( \tilde{Y} \) as
\[ \tilde{X}_{lq}(s_l) = \left\langle \sum_k \delta_{lk}^{\tilde{Y}}(s_l) \tilde{B}_{lk} \tilde{B}_{lk}^T \tilde{C} \right\rangle_{\tilde{Y}}. \]  
(128)

Obviously, \( q \) here plays the role of a regularization parameter. We found that the behavior of the spectra regularized by the pseudo-noise averaging as a function of \( q \) for the signal processed in Fig. 6 to be very similar to that displayed in the figure. However, we believe that the pseudo-noise averaging is a much more general regularization procedure, than that implemented in Fig. 6, and may be used in many different contexts with, yet, the two serious drawbacks, the high computational cost and inability to construct a line list. Therefore, when these aspects are crucial, one wants to implement a regularization in the spirit of the truncated SVD.

10.3. Optimistic regularization: FDM2k

A rather more attractive method than the truncated SVD seems to be the procedure, reminiscent to the Tikhonov regularization, in which Eq. (109) for each \( l = 1, \ldots, D \) is modified as [15]
\[ \tilde{U}_0^T \tilde{U}_l \tilde{B}_{lk} = u_{lk}(\tilde{U}_0^T \tilde{U}_0 + q^2) \tilde{B}_{lk}, \]  
(129)

with regularization parameter \( q \). The new generalized eigenvalue equations have a Hermitian and positive definite right-hand side matrix, which may be advantageous for numerical solution. It is very tempting to treat \( q \) as the “noise power”, just like in the Maximum Entropy applications [44]. Indeed, it can be demonstrated semi-quantitatively [15], that the spectral features with amplitudes \( d_l \) of order of \( q \) and below are smoothed out, while the stronger peaks remain essentially unaffected. However, how the spectra are distorted (regularized) by \( q \) is still not fully understood. Quite surprisingly, the results of using Eq. (129) for some 2D [15] applications are very encouraging, although the element of ambiguity in the choice of \( q \) is still the main issue. It is, therefore, recommended to generate a family of spectra as a function of \( q \), treating the latter as a parameter of the method, just like the form of apodization function in DFT.

The regularization corresponding to the use of Eq. (129) has been tested for some 2D HSQC spectra and showed good results. It had been named FDM2k [15].
to honor the new Millennium. FDM2k is demonstrated in Fig. 6. The spectra change very smoothly with the regularization parameter $q$, when the latter varies by an order of magnitude. A small $q$ gives highly resolved multiplets but also retains some small spikes. When $q$ is increased the spectrum becomes more uniform and smooth with decreasing resolution. With large values of $q$ the multiplet structure is unresolved and some generally weak peaks disappear in the contour-plot as they are effectively broadened by the regularization. Note that the spectrum corresponding to $q = 0.01$ is much better resolved than that in Ref. [6] where a “naive” 2D FDM was used. Also note that in Ref. [6] the signal was much shorter in the running time dimension to simplify the frequency identification procedure, which is completely avoided here due to the use of the resolvent formulae.

10.4. Pessimistic and complicated regularization to compute double-absorption spectra

FDM2k allows one to compute a double-absorption spectrum from a purely phase modulated signal using a simple and inexpensive trick, Eq. (129). Note, however, that the regularization of $U_0$ does not completely remove the singularities of $\hat{R}(s_l)$, which can still have some accidental singularities leading to artifacts in the spectrum. Therefore, most consistent, but pessimistic, approach is to regularize $\hat{R}(s_l)$ itself for every frequency $s_l$, as in RRT. However, the 2D RRT expressions, presented above, allow one to estimate only a complex infinite-time 2D DFT, while calculating a double-absorption spectrum by 2D RRT is not as straightforward as using 2D FDM. The reason is that the convenient structure of a matrix pencil, $\hat{U}_0 - z \hat{U}_1$, (which has a spectral representation in terms of the eigenvalues and eigenvectors of the corresponding generalized eigenvalue problem) is destroyed in the regularized resolvent. Here we demonstrate how this difficulty can be circumvented using the definition of the imaginary part of an operator (31), albeit significantly increasing the numerical effort. For example, a 2D double-absorption RRT could be written as

$$A^T(s_1, s_2) = C^T \delta_l(s_1) \hat{U}_0 \delta_l(s_2) C,$$

where the matrices

$$\delta_l(s_l) = \sum_k \text{Im} \left\{ \frac{1}{r_{lk}} - \frac{i \tau}{2} \right\} \hat{B}_l \hat{B}_l^T, \quad l = 1, 2, (131)$$

have originated from the spectral density operators $\delta_l(s_l)$ and can be evaluated by solving (in the worst scenario, at each frequency $s_l$) the following generalized eigenvalue problems,

$$\hat{R}_{sl}(s_l) \hat{B}_l = r_{lk} \hat{U}_{0q} \hat{B}_l; \quad \hat{B}_l^T \hat{U}_{0q} \hat{B}_l = 1, \quad (132)$$

where, as before, the additional subscript $q$ stands for regularized matrices.

Eqs. (130)–(132) are new. Their efficient numerical implementation is not obvious as one seems to have to compute an expensive SVD of $\hat{R}_{sl}(s_l)$ for different values of the frequency argument $s_l$ and then solve the corresponding eigenvalue problems (132) with the regularized matrices $\hat{R}_{sl}(s_l)$ and $\hat{U}_{0q}$.

Since $\hat{R}_{sl}(s_l)$ is a function of $s_l$, in principle, both $r_{lk}$ and $\hat{B}_l$ are functions of $s_l$. However, approximately, $\hat{B}_l$ is a very smooth functions of $s_l$, while $r_{lk}$ can be parameterized as

$$r_{lk} \approx \frac{1 - e^{i \tau (s_l - a_{lk})}}{i \tau}, \quad (133)$$

with $a_{lk}$, a smooth function of $s_l$. This circumstance can be utilized to reduce the computational burden, which will be explored in our future publications.

11. $45^\circ$-Projections in 2D, 3D and 4D experiments: singlet-proton, singlet-HSQC and singlet-TOCSY spectra

Besides the trivial projections, such as Eq. (119), obtained by integrating out in Eq. (117) some of the frequency dependencies in, one can consider non-trivial projections. Examples of the latter include the $45^\circ$ projections in the 2D-J experiments [9,10] and their 3D and 4D analogs [12,13]. Another interesting projection was considered in Ref. [16] where the 2D DOSY spectra were plotted as a function of the conventional proton and non-conventional “diffusion” dimension formally corresponding to the imaginary frequency argument.

Let $\hat{p} = (p_1 \tau_1, ..., p_D \tau_D)$ be a general vector in the $D$-dimensional time space along which we seek to construct a spectral projection. In principle, $p_l$ could
be complex numbers (as in Ref. [16]). The \( \tilde{p} \)-projections of the frequencies could be defined as

\[
\omega_{pk} = \frac{\tilde{p}\omega_k}{\tau_1} = \sum_{l=1}^{D} \frac{p_l\tau_1}{\tau_1} \omega_{lk}.
\]

The normalization term \( 1/\tau_1 \) is arbitrary and not essential since it only changes the scale. We can now define the complex and absorption-mode spectral \( \tilde{p} \)-projections as

\[
I_{\tilde{p}}(s) = \sum d_k G_{pk}(s),
\]

\[
A_{\tilde{p}}(s) = \text{Im}\{I_{\tilde{p}}(s)\},
\]

where we used the integral Fourier spectral representation rather than the discrete one as the latter would unlikely be advantageous for a non-trivial projection. We also used the simplest expression to evaluate the 1D absorption spectrum that assumes all amplitudes to be real.

Rather than constructing the projected line list out of the complete \( D \)-dimensional one, a much less demanding approach is to follow Ref. [12] where the frequency \( \tilde{p} \)-projections are defined as the eigenvalues of the projected Hamiltonian

\[
\hat{\Omega}_{\tilde{p}} = \frac{\tilde{p}\hat{\Omega}}{\tau_1} = \sum_{l=1}^{D} \frac{p_l\tau_1}{\tau_1} \hat{\Omega}_l
\]

and

\[
\hat{\Omega}_{\tilde{p}}|\omega_{pk}\rangle = \omega_{pk}|\omega_{pk}\rangle.
\]

Here as before the eigenfunctions \( |\omega_{pk}\rangle \) of \( \hat{\Omega}_{\tilde{p}} \) depend on \( \tilde{p} \) (because of either degeneracies or noise or both), although we still assume that \( \hat{\Omega}_{\tilde{p}} \) commutes with \( \hat{\Omega}_l \) for any \( l \). The corresponding resolvent expression for the spectral \( \tilde{p} \)-projection is

\[
I_{\tilde{p}}(s) = \langle 0 | \hat{G}_{\tilde{p}}(s) | 0 \rangle.
\]

To this end the 45°-projection of a 2D-\( J \) spectrum corresponds to \( \tilde{p} = (\tau_1, -\tau_1) \), in which the proton multiplets collapse to single peaks at the frequencies of the proton chemical shifts. In the FFT framework construction of absorption-mode 45°-projections is impossible, so only a skew 45° projection of an absolute value 2D-\( J \) spectrum [39] can be used.

The procedure of calculating the \( \tilde{p} \)-projections developed in Ref. [9] for the 2D-\( J \) experiment is generalized in Ref. [12] to the case of arbitrary \( \tilde{p} \) and \( D \).

Given matrix representations \( \hat{U}_l \) for \( l = 0, \ldots, D \) in a Fourier window basis \( |\varphi_j\rangle \), Eqs. (105)–(107), a numerical procedure of calculating a \( \tilde{p} \)-projection can be based on the following steps:

(i) Solve independently \( D \) generalized eigenvalue problems (109) to obtain the eigenvalues \( u_{lk} \equiv e^{-i\tau_1 e_{lk}} \) and eigenvectors \( \hat{B}_{lk} \).

(ii) Use \( \omega_{pk} \) and \( \hat{B}_{lk} \) to construct a matrix representation of \( \hat{\Omega}_{\tilde{p}} \) in the basis of \( |\varphi_j\rangle \),

\[
\hat{\Omega}_{\tilde{p}} = \sum_{l=1}^{D} \frac{p_l\tau_1}{\tau_1} \hat{\Omega}_l = \sum_{l=1}^{D} \frac{p_l\tau_1}{\tau_1} \sum_k \omega_{pk} \hat{U}_0 \hat{B}_{lk} \hat{B}_{lk}^T \hat{U}_0,
\]

where \( \hat{\Omega}_l \) are the corresponding matrix representations of \( \hat{\Omega}_l \) in the Fourier window basis.

(iii) Solve another generalized eigenvalue problem

\[
\hat{\Omega}_{\tilde{p}} \hat{B}_{pk} = \omega_{pk} \hat{U}_0 \hat{B}_{pk}; \quad \hat{B}_{pk} \hat{U}_0 \hat{B}_{pk} = 1.
\]

(iv) The frequencies \( \omega_{pk} \) and the amplitudes \( d_{pk} \), computed from the eigenvectors \( \hat{B}_{pk} \) by Eq. (110), are then used in Eq. (135) (with \( d_k \) replaced by \( d_{pk} \)) to compute \( I_{\tilde{p}}(s) \).

Note that there may be many degenerate frequencies among \( \omega_{pk} \) corresponding, for instance, to the collapsed multiplets in the 45°-projection of a 2D-\( J \) spectrum. This though does not make either \( I_{\tilde{p}}(s) \) or \( A_{\tilde{p}}(s) \) non-unique. Generally, if there are several degenerate eigenvalues \( \omega_{pk} \) corresponding to a particular collapsed multiplet the individual eigenvectors \( \hat{B}_{pk} \) are not well defined. However, the whole degenerate subspace of these eigenvectors here called the single-multiplet subspace, is unique, subject to an orthogonal complex symmetric transformation within this subspace. This is sufficient for the correct spectral reconstruction using Eq. (135) because the sum of amplitudes \( \sum_k d_{pk} \) over the single-multiplet subspace should be invariant under any orthogonal transformation of the eigenvectors \( \hat{B}_{pk} \) within the subspace.

Even though the eigenvectors within a degenerate single-multiplet subspace are not defined, they can be used to uncover the multiplet cross-section [9], e.g. along the acquisition time dimension \( t_1 \), by solving the
corresponding eigenvalue problem, Eq. (109), with the matrices $\hat{U}_1$ and $\hat{U}_0$ evaluated in the reduced basis of the single-multiplet subspace. The resulting eigenvalues $u_{1k} = e^{-\tau_1 \epsilon_{0k}} \lambda_k$ then all belong to this multiplet while the eigenvectors $\hat{B}_{1k}$ according to Eq. (110) define the individual amplitudes $d_{1k}$. These can be used to construct the multiplet cross-section.

Because multi-dimensional FDM works with the entire $N_{\text{total}} = N_1 \times N_2 \times \cdots \times N_D$ data set, useful projections can be obtained in which a very short additional time dimension is used to simplify a lower-dimensionality spectrum. In Fig. 7 we reproduce an example of a 45°-projection together with the multiplet cross-sections of a 2D-J spectrum for dityrosyl tripeptide [9]. The spectra were obtained using just four time increments along the J-dimension and were averaged over several FDM calculations with slightly different number of points along the running time dimension (see Section 10.1 describing FDM regularization by signal averaging). Note the three overlapping multiplets at ~7.1 ppm and two, at ~7.4 ppm, which are successfully decoupled by this technique.

The idea of proton decoupling by taking a 45°-projection of a 2D-J spectrum to simplify the 1D proton spectrum is quite general and could be very useful to simplify other than 1D proton spectra. For example, a useful projection in the 2D-J plane with $\hat{\Omega}_p = \hat{\Omega}_1 - \hat{\Omega}_2$, while “2” corresponds to the projection along the carbon-13 chemical shift dimension. Implementation of these equations is straightforward and is described explicitly in Refs. [12,13] together with several examples. One of those is reproduced in Fig. 8. This spectrum is a 3-1D simplification of HSQC spectrum of progesterone shown in Fig. 6.

Analogous ideas apply to a double projection of a 4D spectrum resulting in a simplified 2D spectrum. For example, as shown in Ref. [13] a singlet-TOCSY spectrum, in which the 2D multiplets are decoupled, collapsing to singlets, can be obtained by recording two additional data sets with a single J increment in one of the two dimensions and then using a double 45°-projection.

12. Remaining problems

Both 1D FDM and RRT (that emerged from FDM) are essentially developed and well-tested techniques that are generally as reliable as FFT, sufficiently fast, and can often deliver resolution beyond the FT uncertainty relation if the data can be well represented by Lorentzians and is not very noisy.

FDM provides one with an effective evolution operator $\hat{U}$ whose eigenvalues and eigenvectors are directly related to the spectral parameters. However, the difficulties associated with the construction of a meaningful line list for data of poor quality (i.e. not characterized by Eq. (11)) exist. These difficulties are not associated with the lack of a reliable algorithm of selecting the “genuine” poles and throwing away the “noise” poles from the full list of complex eigenvalues of $\hat{U}$, but are rather conceptual caused by the ambiguity of the line list for a general data set that, a priori, does not fit any particular parametric form.

The multi-dimensional spectrum cannot be generally constructed from the multi-dimensional line list as the latter is very hard to obtain. Fortunately, various
spectra can be obtained by avoiding the line list construction and using the resolvent expressions. The resolvent operator formalism appears to be very convenient since it allows to construct various types of spectra including absorption-mode spectra, non-trivial spectral projections (e.g. $45^\circ$-projections of $2D-J$ spectra, or $2D$ singlet-HSQC and singlet-TOCSY spectra, or imaginary frequency projections used in DOSY). The main computational problem associated with the implementation of the resolvent formulae is that one typically deals with very ill-conditioned matrices causing the spectrum to be very unstable with respect to both the FDM parameters and small variations of the input data. Thus, unlike the 1D case, there are major problems to be solved in the multi-dimensional versions of both FDM and RRT. For instance, for a typical 2D NMR data set, even with relatively high SNR, one has difficulties in constructing two adequate commuting effective evolution operators $\hat{U}_1$ and $\hat{U}_2$ describing the 2D signal. This, in turn, makes it difficult to construct an adequate 2D line list corresponding to Eq. (4). We believe that this problem is, as in the 1D case, a consequence of the ill-defined nature of Eq. (4), although the additional requirement that $\hat{U}_1$ and $\hat{U}_2$ commute makes the problem much worse than in 1D. Clearly, the key issue of $D > 1$ FDM is to find a general computationally inexpensive and robust procedure that could be applied to regularize the FDM equations. At the present stage the problem is solved only partially. For example, it is possible to regularize RRT which has the high resolution capability of FDM. Unfortunately, RRT can be used only as a spectral estimator and cannot easily overcome some of the DFT limitations. Regularization of RRT is not directly extendable to FDM, although several methods have already been developed, such as truncated SVD of $\mathbf{U}_0$ or FDM averaging. Unfortunately, the former is not generic, while the latter is computationally very expensive and cannot be used to construct a multidimensional line list. The most promising regularization technique, at least for the 2D FDM, is that based on the Tikhonov regularization of $\mathbf{U}_0$ and named FDM2k [15]. Its implementation is computationally very simple and inexpensive, although at this stage it is not clear how general and reliable it is for types of NMR data different from those in Ref. [15] and Fig. 6.

To conclude, the main avenues for the future research seem to be the following:

1. Given the matrix representations of the evolution operators, $\hat{U}_1$, $\hat{U}_2$, etc., in a non-orthonormal basis, to find a fast and reliable method of evaluating various resolvents associated with these operators.
2. Given the matrix representations of the evolution operators, to construct a set of commuting effective Hamiltonians $\hat{\Omega}_1, \hat{\Omega}_2$, etc., whose eigenvalues and eigenvectors yield the line list.

Both goals are associated with finding a reliable and computationally inexpensive regularization.
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